Seasonal and interannual variability of the mineral dust cycle under present and glacial climate conditions
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[1] We present simulations of the dust cycle during present and glacial climate states, using a model, which explicitly simulates the control of dust emissions as a function of seasonal and interannual changes in vegetation cover. The model produces lower absolute amounts of dust emissions and deposition than previous simulations of the Last Glacial Maximum (LGM) dust cycle. However, the simulated 2- to 3-fold increase in emissions and deposition at the LGM compared to today, is in agreement with marine- and ice-core observations, and consistent with previous simulations. The mean changes are accompanied by a prolongation of the length of the season of dust emissions in most source regions. The increase is most pronounced in Asia, where LGM dust emissions are high throughout the winter, spring and summer rather than occurring primarily in spring as they do today. Changes in the seasonality of dust emissions, and hence atmospheric loading, interact with changes in the seasonality of precipitation, and hence of the relative importance of wet and dry deposition processes at high northern latitudes. As a result, simulated dust deposition rates in the high northern latitudes show high interannual variability. Our results suggest that the high dust concentration variability shown by the Greenland ice core records during the LGM is a consequence of changes in atmospheric circulation and precipitation locally rather than a result of changes in the variability of dust emissions.
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1. Introduction

[2] Marine, terrestrial and ice-core records indicate that the Last Glacial Maximum (LGM, approximately 21,000 calendar years B.P.) was characterized by a more active dust cycle, with rates of mineral dust deposition approximately 2–5 times greater than today in the tropics and midlatitudes, and up to 20 times greater than today in polar regions [see Kohfeld and Harrison, 2001, and references therein]. Initial attempts to simulate these changes as a direct consequence of the glacial climate, and in particular increased wind speeds,
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 reduced strength of the hydrological cycle and changes in dust transport pathways brought about by atmospheric circulation changes, could account for only a small part of the observed strengthening of the dust cycle at the LGM [see, e.g., Joussaume, 1990; Genthon and Armengaud, 1995]. More recent simulations have reproduced both the overall magnitude and the large-scale spatial patterns of the LGM dust cycle by taking into account long-term (centennial to millennial scale) changes in dust source areas as a consequence of climatically induced changes in soil hydrology [e.g., Andersen et al., 1998] and vegetation [e.g., Mahowald et al., 1999]. Indeed, Mahowald et al. [1999] suggested that these changes in dust source areas were the dominant cause of the strengthening of the dust cycle at the LGM.

[3] The modern dust cycle is characterized by high short-term (interannual to interdecadal) variability in both emissions [e.g., Middleton and Goudie, 2001] and deposition [Pye and Zhou, 1989]. High-resolution ice-core records from both Greenland and Antarctic [Steffensen, 1988; Taylor et al., 1993; Hansson, 1994; Ram and Koenig, 1997; Ram et al., 1997; Fuhrer et al., 1999] suggest that the increased average dust concentration in ice cores at the
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LGM was associated with short-term variability in dust deposition significantly greater than today. The causes of this increased variability are unknown. Short-term changes in vegetation cover (which would impact on dust emissions) and short-term variations in the polar circulation (which would change the balance between wet and dry deposition) have been invoked as possible explanations [Mayewski et al., 1994; Alley et al., 1995; Mayewski et al., 1997].

[4] In principle, the causes of changes in the variability of dust deposition in polar regions can be addressed using a model of the dust cycle. For this purpose, dust sources need to be determined as a function of the seasonal cycle of vegetation cover, snow cover and soil hydrology, and the dust source scheme must explicitly incorporate the dependence of emissions on vegetation phenology. Recent work by Tegen et al. [2002] has shown that a realistic simulation of the seasonality of modern dust emissions can be achieved by taking into account the existence of geomorphically favorable sites for dust sources (a point also demonstrated by Ginoux et al. [2001]) and by prescribing the seasonal cycle of vegetation in semi-arid regions based on satellite data. Tegen et al.'s simulation is among the first to produce, for example, both a realistic spring peak in dust emissions from Asia and a summer maximum of emissions from northern Africa. Summer atmospheric dust concentrations in the western North Atlantic region are up to an order of magnitude lower than observations, while the model results agree relatively well with observations at remote North Pacific locations downwind of the Asian continent (see also discussion by Tegen et al. [2002]).

[5] In this paper, we extend the model developed by Tegen et al. [2002] to include a prognostic simulation of vegetation phenology, allowing us to simulate the seasonal cycle of vegetation coverage and dust emissions in a changed climate. We use this model to simulate the modern and LGM dust cycles, including their seasonal and interannual variability. Analyses of these simulations enable us to address the question of the relative roles of temporal changes in emission, transport and deposition patterns in explaining observed changes in the variability of dust deposition both in polar regions and elsewhere.

2. Dust Cycle Model and Analytical Approach

2.1. Modeling Strategy

[6] The dust cycle model consists of a scheme to predict dust sources, an emission scheme, a tracer transport model, and a deposition scheme. The dust cycle model is driven by climate data (wind fields, temperature, precipitation, net radiation) derived from an atmospheric general circulation model (AGCM) simulation of the present and Last Glacial Maximum (LGM, approximately 21,000 yr B.P.) climate. Since the dust model is run "offline" from the climate model, the simulations do not take into account feedbacks between the simulated atmospheric dust loading and the climate.

[7] Model performance under modern conditions is evaluated using observations from the Dust Indicator and Records of Terrestrial and Marine Palaeoenvironments (DIRTMAP) database [Kohfeld and Harrison, 2001]. The current version of this database contains over 300 dust records from various terrestrial, marine and ice core archives. Here we limit our comparison to dust accumulation records calculated from mass estimates from polar ice cores, modern marine sediment traps and terrigenous accumulation in marine sediments. We specifically exclude terrestrial dust records, which might be strongly influenced by local, small-scale dust sources and deposition processes not well reproduced at the coarse scale of our dust model.

[8] In order to assess how well our prognostic model of vegetation performs, we compare the simulated seasonal cycle of vegetation directly with satellite-derived reconstructions of seasonal changes in vegetation cover [Braswell et al., 1997]. We also compare our modern dust cycle simulations with the results from the Tegen et al. [2002] simulations, which were derived using satellite-derived prescribed seasonal changes in vegetation cover and climate data from the European Center for Medium-Range Weather Forecast (ECMWF) reanalysis. The simulated mean changes in the dust cycle between the LGM and the present are evaluated using dust records derived from ice-core and marine sediment-core data archived in the DIRTMAP database [Kohfeld and Harrison, 2001].

[9] Although it should be possible to derive records of interannual variability in dust deposition fluxes at the LGM from annually-laminated lake sediments [e.g., Hu et al., 1999; Zolitschka et al., 2000], the only records of multiannual variability that are currently available are from ice core records from the polar regions [Steffensen, 1988; Taylor et al., 1993; Hansson, 1994; Ram and Koenig, 1997; Ram et al., 1997; Fuhrer et al., 1999]. We therefore compare the interannual variability of our simulations with these records.

2.2. Dust Cycle Model

[10] The offline dust cycle model includes the prediction of dust sources, an emission scheme, dust transport in the atmosphere, and a deposition scheme (Figure 1). In the dust source scheme, the extent of geomorphic situations that are favorable to dust deflation (specifically former lake beds) is explicitly determined using a high-resolution water-routing model (HYDRA [Coe, 1998]) and the texture of the superficial deposits within these so-called "preferential dust source regions" is specified to be predominantly silt sized [Tegen et al., 2002]. Active dust sources, both in "preferential dust source regions" and elsewhere, are then determined as a consequence of vegetation type and phenology, snow cover, and soil hydrology.

[11] The dust source scheme initially simulates the equilibrium distribution of 28 major vegetation types (biomes) as a function of climate, atmospheric CO2 concentration and soil properties (maximum soil-water holding capacity) using the BIOME4 coupled biogeography and biogeochemistry model [Kaplan, 2001]. Biomes arise from combinations of 13 plant functional types (PFTs) with distinct physiological, phenological and bioclimatic characteristics. BIOME4 implicitly simulates competition between these PFTs as a function of relative net primary productivity (NPP) and uses an optimization algorithm to calculate the maximum sustainable leaf area (LAI) of each PFT, and the associated NPP. In the current version of BIOME4, the spatial variation in maximum soil-water holding capacity is specified from a data set derived from the Food and Agriculture Organization (FAO) global soils map [FAO, 1995; Kaplan, 2001] and the
model is forced with monthly mean values of temperature, precipitation and net radiation interpolated to the daily time step used by the model to calculate soil hydrology.

[12] The daily evolution of vegetation cover within each biome is simulated using a biome-dust interface algorithm. This algorithm requires the same inputs (temperature, precipitation and net radiation, atmospheric CO₂ concentration, maximum soil-water holding capacity) as the BIOME4 model. The algorithm assumes that the mean fraction of absorbed photosynthetically active radiation (FPAR) can be used as a surrogate for the fraction of each grid cell covered by vegetation. FPAR is determined from the simulated leaf area index (LAI) of each PFT present using the relationship: FPAR = 1 - exp (-0.5/LAI) [Monsi and Saeki, 1953]. The mean value of FPAR is a proportional average of the simulated FPAR for each PFT present. The presence/absence and relative importance of each PFT is specified from the BIOME4 simulations. Evergreen PFTs are assumed to have a constant LAI throughout the year. In deciduous PFTs, the evolution of LAI during the growing season is determined by several factors. The timing of initial leaf-out is determined by a combination of the accumulated temperature sum, air temperature, soil moisture conditions and day length. Both the accumulated temperature sum and the day length required to trigger growth are PFT-specific. Plants do not respond to instantaneous drought stress, and so the soil moisture criterion for growth initiation is estimated based on a running average over 3 days and that for death due to drought stress on a running average over 5 days. In addition to drought stress, leaf death is triggered by the reduction in day length below a threshold value.

Simulated daily LAI also decreases (and eventually becomes zero) as the leaves become old. The maximum leaf longevity is PFT-specific.

[13] To derive the effective surface fraction $A_{\text{eff}}$ for dust emission in each grid cell from the vegetation cover surrogate FPAR, we apply the same approach as Tegen et al. [2002]. For grass-dominated biomes we assume that dust deflation can occur whenever the green vegetation is below a certain limit (FPAR < 0.25). This limit prevents dust emissions by modest and dense grass cover. The effective dust source area $A_{\text{eff}}$ increases linearly with decreasing vegetation to a maximum of $A_{\text{eff}} = 1$ for FPAR = 0:

$$A_{\text{eff}} = \begin{cases} 1 - \text{FPAR} & \text{if } \text{FPAR} \leq 0.25 \\ 0 & \text{otherwise} \end{cases}$$

for grass-dominated biomes.

[14] For shrub-dominated biomes we must use a different calculation of $A_{\text{eff}}$ since shrubs can protect the soil surface even when no leaves are present (FPAR = 0). For shrub-dominated tundra biomes we assume that the effective vegetation cover is constant throughout the year and equals the annual maximum of FPAR. Again, we set a limit of FPAR(max_ann) < 0.25 to prevent dust emissions by modest or dense shrub coverage. The effective dust source area $A_{\text{eff}}$ stays constant throughout the year but increases linearly with a decrease of FPAR(max_ann) to a maximum of $A_{\text{eff}} = 1$ for FPAR(max_ann) = 0:

$$A_{\text{eff}} = \begin{cases} 1 - \text{FPAR} & \text{if } \text{FPAR} \leq 0.25 \\ 0 & \text{otherwise} \end{cases}$$

Figure 1. Schematic overview of the dust cycle model and its different components.
supply function (determined by available water in the soil) and a demand function (determined by surface air temperature and net radiation). The water uptake by plants from each soil bucket is proportional to the amount of roots present. The rooting profile with depth for different PFTs is specified following Jackson et al. [1996]: Arboreal PFTs have a smaller fraction of their roots in the upper soil layers while nonarboreal PFTs have a larger proportion of their roots in the upper layers.

[17] Dust deflation is inhibited when soils are wet. However, deflation is possible shortly after precipitation events because the uppermost soil layer may dry very quickly [Gillette, 1999]. We therefore prohibit dust deflation only if the relative soil moisture over the total soil depth, as simulated by the biome-dust interface algorithm, is greater than 99% (i.e., the soil is completely saturated). We also prohibit dust deflation from any part of a grid cell that is covered by snow. In the biome-dust interface algorithm, the snow area fraction \( A_{\text{Snow}} \) of each grid cell is estimated from simulated snow depth \( S_n \) using the relationship \( A_{\text{Snow}} = \frac{S_n}{(S_n + S_{\text{cnth}})} \), with a critical snow depth \( S_{\text{cnth}} \) set to 50 mm [Drouille et al., 1985].

[18] To classify different soil types, seven soil texture categories with different populations of coarse sand, medium/fine sand, silt and clay (based on the FAO/UNESCO Soil Map of the World [Zobler, 1986]) are defined. Each of these four populations has a different mean particle diameter (coarse sand: 710 \( \mu \text{m} \), medium/fine sand: 160 \( \mu \text{m} \), silt: 15 \( \mu \text{m} \), clay: 2 \( \mu \text{m} \)) and a different prescribed ratio \( \alpha \) (\( \text{m}^{-1} \)) of vertical to horizontal soil particle flux (coarse sand: \( 10^{-9} \text{ m}^{-1} \), medium/fine sand: \( 10^{-8} \text{ m}^{-1} \), silt: \( 10^{-7} \text{ m}^{-1} \), clay: \( 10^{-8} \text{ m}^{-1} \)). This definition of different soil texture categories is identical to the one used by Tegen et al. [2002]. Due to the lack of equivalent paleo-environmental data, we apply identical maps of soil types for the present and glacial climate simulation.

[19] Dust emission occurs from active sources when the prescribed wind speed exceeds a certain threshold velocity [Marticorena and Bergametti, 1995], which is dependent on soil texture. We use the approach of Tegen et al. [2002] to calculate the dust emission flux \( F \):

\[
F = \alpha \cdot A_{\text{eff}} \cdot (1 - A_{\text{Snow}}) \cdot G
\]

with

\[
G = \begin{cases} 
\frac{\rho_s}{g} \left( u^* \right)^3 \sum_i \left( 1 + \frac{u_{*i}^{\text{eff}}}{u^*} \right) \left( 1 - \frac{u_{*i}^{\text{eff}}}{u^*} \right)^2 s_i & \text{for } u^* \geq u_{*i}^{\text{eff}} \\
0 & \text{otherwise}
\end{cases}
\]

and air density \( \rho_s \) (kg m\(^{-3}\)), gravitational constant \( g \) (ms\(^{-2}\)), surface wind velocity \( u^* \) (ms\(^{-1}\)), threshold velocity \( u_{*i}^{\text{eff}} \) (ms\(^{-1}\)) (as a function of mean diameter \( D_p \)), and relative surface \( s_i \) covered by each size fraction \( i \). For completely saturated soils, \( G \) is set to zero.

[20] The surface wind velocities \( u^* \) required to calculate dust emission fluxes were derived from 12-hour averages of the wind speed at 10m simulated by ECHAM4. As a result of their coarse spatial resolution, most AGCMs (including ECHAM4) simulate peak wind speeds considerably lower than observed [Bengtsson et al., 1995]. This is likely to have a substantial impact on the simulated dust emission fluxes. In an attempt to minimize the impact of this deficiency, we derived a procedure to “correct” for this smoothing effect of the simulated wind strengths. The ECHAM monthly wind fields from the control simulation were first relaxed towards the spatially more finely resolved wind fields from the ECMWF reanalysis data (1984–1993). The ECHAM 12h wind speeds \( u \) were then “corrected” such that \( u^* = m \cdot u + b \), with

\[
m = \frac{\sigma_{\text{ECHAM}}}{\sigma_{\text{ECMWF}}}
\]

\[
b = (u_{\text{ECMWF}}^{\text{mon}} - u_{\text{ECHAM}}^{\text{mon}} \cdot m)
\]

where \( u^* \) is the corrected 12-hour wind speed from ECHAM4, \( u \) is the uncorrected 12-hour wind speed from ECHAM4, \( u_{\text{ECMWF}}^{\text{mon}} \) is the monthly mean wind speed from ECHAM4, \( \sigma_{\text{ECHAM}} \) is the standard deviation of the ECHAM monthly wind speed values, and \( \sigma_{\text{ECMWF}} \) is the standard deviation of the ECMWF monthly wind speed values. The coefficients \( m \) and \( b \) were calculated for every grid point and every month independently. These correction values were subsequently applied to the LGM ECHAM4 wind fields.

[21] Dust transport in the atmosphere and the deposition processes are simulated using the tracer transport model TM3 [Heimann, 1995; The global atmospheric tracer model TM3 (model description and user manual), manuscript in preparation, 2002]. The TM3 model is run with 4° × 5° horizontal resolution, 19 vertical levels and a 12-hourly time step. Seven different size classes of dust (size class radius limits: 0.1 \( \mu \text{m} \), 0.3 \( \mu \text{m} \), 0.9 \( \mu \text{m} \), 2.6 \( \mu \text{m} \), 8 \( \mu \text{m} \), 24 \( \mu \text{m} \), 72 \( \mu \text{m} \), 219 \( \mu \text{m} \)) are transported independently. Dust removal from the atmosphere occurs by dry or wet deposition. Dry deposition occurs through gravitational settling and turbulent mixing to the surface. The vertical temperature profile, required to compute the vertical extent of individual atmospheric layers from pressure coordinates and thus to calculate atmospheric sedimentation rates, is derived directly from the climate model simulation. Wet deposition occurs during convective or large-scale precipitation events. The vertical structure of precipitation is derived directly from the climate model simulation. For convective precipitation, we assume a complete washout of dust particles below the uppermost level of precipitation formation. For large-scale precipitation, the amount of dust removal is proportional to the amount of precipitation. The scavenging ratio (defined as dust concentration in precipitation divided by dust concentration in air) is set to 1000. Although this value is 25% higher than the value used by Tegen et al. [2002], sensitivity tests suggest that the results of our simulation of the modern dust cycle are not sensitive to the choice of scavenging ratio within a range from 750 to 1250.

2.3. Present and LGM Climate Forcing

[22] The atmospheric fields used to force the dust cycle model are derived from two 9-year-long simulations made with a recent version of the Hamburg AGCM (ECHAM4 [Roeckner et al., 1996]). The model has a horizontal resolution of approximately 3.75° by 3.75° and 19 vertical levels. In the simulation of the modern climate, the mean
seasonal cycle of sea-surface temperatures (SSTs) and sea ice coverage averaged over the period 1979–1988 was prescribed from the Atmospheric Model Intercomparison Project (AMIP) data set and CO₂ was set to 350 ppmv. The LGM simulation was run following the Palaeoclimate Modelling Intercomparison Project (PMIP) protocol, with realistic changes in the orbital configuration, prescribed changes in geography (including land-sea distribution and the extent and height of the ice sheets) according to Peltier [1994], seasonal SSTs and sea ice extent prescribed from CLIMAP [CLIMAP Project Members, 1981] and CO₂ set to 200 ppmv [Barnola et al., 1987]. Strictly, the LGM CO₂ level should have been set to 203 ppmv (i.e., 200/345 × 324 ppmv) to conform to the PMIP protocol. However, the difference is too small to have an effect on a climate simulation made using fixed SSTs. Although the SST forcing varies seasonally, there is no change in the boundary conditions from year to year. Thus, the ECHAM4 forcing fields used to drive the dust cycle model represent the inherent variability of the atmosphere but not that of the ocean or land surface.

The source and emissions schemes in the dust cycle model are run on a 0.5° by 0.5° grid. Modern and glacial atmospheric forcing fields were interpolated from the coarser ECHAM4 grid to this finer scale. The BIOME4 model is calibrated for a modern CO₂ level of 324 ppmv (corresponding to the mean CO₂ level during the years averaged to produce the modern climatology). The LGM BIOME4 simulation uses anomalies from the ECHAM4 simulations (control minus LGM) superimposed on the modern climatology (CLIMATE 2.2). In accordance with the PMIP protocol, the glacial CO₂ level was set to 188 ppmv (i.e., 200/345 × 324 ppmv) for the LGM BIOME4 run. A similar procedure was used for the biome-dust interface algorithm. The dust fluxes simulated on the 0.5° by 0.5° grid were interpolated to the coarser resolution (4° × 5°) of the TM3 tracer transport model, as were the atmospheric forcing fields (3.75° × 3.75°) required to run the tracer model. The dust cycle model was run using the full nine years of the modern simulation and the LGM simulation.

3. Results
3.1. Modern Dust Cycle

Emissions from the major dust source regions in the modern simulation (Figure 2) are markedly seasonal in character. Dust emissions from Asia, including the Gobi Desert, peak in the Northern Hemisphere (NH) spring (MAM) while emissions from the southern Sahara/Sahel region peak in spring and summer (MAMJJA). In the southern hemisphere (SH), Australian emissions are maximal in SH spring (ON) and summer (DJ). Emissions from
other SH sources are rather small but nevertheless also tend to show a spring to summer peak. The emission peaks are reflected in the simulated near-surface atmospheric dust loading patterns. The timing of the simulated peak in emissions for each of the major source areas is in good agreement with regional observations of both emissions [Orgill and Schmel, 1976; Iwasaka et al., 1983; Middleton et al., 1986; Pye, 1987; Parungo et al., 1995], atmospheric transport patterns as seen by regional monitoring stations [Prospero, 1996] and satellite data [Herman et al., 1997; Husar et al., 1997]. According to our simulations, there is a lag of ~1 month between peak emissions and peak dust deposition at distant locations in the mid-oceans and in NH polar regions. The maximum lag appears to be in the deposition of Asian dust to Greenland, which occurs in June approximately 4–6 weeks after the peak in emissions.

In our simulations, the seasonal cycle of vegetation exerts a strong control on the timing of dust emissions. Comparison of the seasonal cycle of FPAR simulated by the biome-dust interface algorithm with FPAR values derived from a 9-year average of the Normalized Difference Vegetation Index (NDVI) from the Advanced Very High Resolution Radiometry (AVHRR) satellite observations [Braswell et al., 1997] using the relationship \( \text{FPAR} = 1.222 \times \left( \frac{\text{NDVI}}{0.559} - 0.1566 \right) \) [Knorr and Heimann, 1995] show particularly good agreement in the location of regions of low FPAR (i.e., potential dust sources) in all seasons (Figure 3). The location and seasonality of dust source areas in Africa, the Arabian Peninsula and Asia are well delineated. In Australia, the simulated FPAR values are lower than observed, particularly in winter and spring. This could lead to an overestimation of dust source areas and hence emissions in this region. The model fails to correctly simulate the high FPAR values (>80%) observed in the temperate and boreal forest zones of the NH in summer, and in the tropical rainforest and seasonal forest zones of South America in SH winter. These failures have no impact on the simulated dust cycle, since these regions never have sparse enough vegetation cover to act as dust sources. The model simulates much higher FPAR values than observed in the high latitudes of the NH during winter (Figure 3). However, the observed low values reflect probably problems in the interpretation of the AVHRR data in high-latitude regions with snow cover and nearly continuous cloud cover. Furthermore, the overestimation of vegetation cover would not significantly affect the simulation of dust emissions from high northern latitudes, where snow cover and high soil moisture throughout the winter would prevent dust deflation from taking place even in the absence of vegetation. A further measure of the realism of our simulations of the seasonal cycle of vegetation, and hence of dust emissions, is that the simulated pattern of mean dust emission fluxes agrees well with results of the simulation by Tegen et al. [2002], which was forced by satellite-derive observed vegetation changes and ECMWF reanalysis climate data.

For the 9 years of current climate simulation, the mean total dust emission flux and standard deviation (1 \( \sigma \)) is 1060 ± 194 Mt/yr, integrated over the first seven bin sizes with a particle radius between 0.1 \( \mu \)m and 219 \( \mu \)m (Table 1). This value lies within the range (800–2000 Mt/yr) considered by Tegen et al. [2002] to be realistic. Our simulations do not include dust generated by human activities, for example cultivation, grassing, urbanization, and industrialization. First studies suggested that such activities may account for 20–50% of observed present dust emissions [Tegen and Fung, 1995; Sokolik and Toon, 1996]. However, these estimates were based on inaccurate model simulations and it is now generally assumed that the human impact effect on dust mobilization is lower. The Sahara region (20°W–32°E, 5°N–37°N) is the major source of emissions (693 ± 114 Mt/yr) in our simulation, and the simulated flux is in agreement with estimates based on observations from the region [d’Almeida, 1986]. Simulated emissions from the Arabian Peninsula (33°E–51°E, 5°N–37°N) are 101±40 Mt/yr, and 96±27 Mt/yr from Asia (52°E–130°E, 25°N–55°N). The emission flux from Australia (110°E–155°E, 45°S–10°S) is only 52 ± 15 Mt/yr. All these estimates are within the plausible range but poorly constrained due to a lack of direct observations [Tegen et al., 2002].

The largest dust deposition fluxes in the modern simulation (Figure 4a) are found close to source regions in the Sahara, Arabia, Asia and Australia. Dust emitted from the Sahara is mainly transported over tropical Atlantic regions while Asian dust is transported east towards the Pacific. These dust deposition patterns are in good agreement with the observations [e.g., Herman et al., 1997; Husar et al., 1997]. There are two transport routes for Australian dust: the most important carries dust northwestward into the Indian Ocean but there is also transport to the southeast towards New Zealand. Both of these pathways are apparent from observational data [McTainsh, 1989].

Comparisons of the simulated mean dust deposition fluxes and observations from the DIRTMAP database [Kohfeld and Harrison, 2001] indicate that modern dust deposition fluxes in Greenland are slightly higher than observed while simulated deposition fluxes in Antarctica are substantially underestimated in our simulation (Figure 5). The underestimation of Antarctic dust deposition fluxes appears to be because ECHAM4 produces too little north-south mixing in high southern latitudes rather than any defect in our dust cycle simulation. This ECHAM4 model defect is also present in the LGM simulation and prevents dust from reaching Antarctica. Given the unrealistic simulation of both modern and LGM southern hemisphere high-latitude circulation, we do not consider Antarctica further in our analyses.

The simulated dust flux to the oceans is in moderately good agreement with observed rates as measured by modern marine sediment traps (Figure 5a). The agreement is best for sites downwind from the Saharan dust plume in the midlatitude Atlantic, for sites located in the Indian Ocean, and for remote sites downwind from the main transport pathway for Asian dust in the tropical Pacific Ocean. Simulated dust fluxes close to the Asian continent are lower than observed. The simulations appear to underestimate dust fluxes as indicated by terrigenous accumulation rates from marine sediments (Figure 5b). However, sedimentation rates measured in marine sediment cores can represent very long-term averages (over the last several thousand years) because they are generally from sites with low sediment rates (~1 cm/kyr) and are sometimes based on coarse age models [see Kohfeld and Harrison, 2001]. Thus, a larger dispersion is to be expected amongst the dust flux measurements based on marine cores than those based on sediment traps. Despite
Figure 3. Comparison of the simulated modern fraction of absorbed photosynthetically active radiation (FPAR) predicted by the biome-dust interface algorithm versus the mean FPAR values derived from a 9-year average of the Normalized Difference Vegetation Index (NDVI) from the Advanced Very High Resolution Radiation (AVHRR) satellite observations. The seasons are conventionally defined, as in Figure 2.
this, the comparison between the simulated dust fluxes and those measured on marine cores is reasonable.

Comparison of the individual years of the 9-year simulation suggests that interannual differences in the emissions flux are moderate. Globally, the 1 standard deviation of annual fluxes is ±18% of the mean value. Interannual variability from the Sahara/Sahel is only ±17% of the mean value. Higher values are observed in Arabia (±40%) Asia (±28%) and Australia (±28%), reflecting some combination of the greater importance of interannual changes in vegetation cover in controlling the extent of active sources and higher interannual wind speed changes in these regions. There is little data that can be used to evaluate the plausibility of the simulated interannual changes, although visual examination of the TOMS aerosol index (AI) for the period 1981 through 1989 suggests that the interannual variability of AI over major source areas is generally <50%. In contrast, atmospheric dust measurements over the last 4 decades on Barbados reveal a difference in dust concentrations of a factor 4–5 between the middle to late 1960s and the early 1980s [Prospero and Nees, 1986]. However, such high interdecadal dust variations might be considerably influenced by ocean-atmosphere interactions on interannual to decadal timescales, like the El Niño–Southern Oscillation phenomenon, which are not captured by our model setup.

### 3.2. Glacial Dust Cycle

Simulated global dust emission fluxes are higher by a factor 2.2 at the LGM compared to the present day and the total emissions at the LGM are 2383 ± 308 Mt/yr (Figure 6a, Table 1). The increase in emissions is largest in Asia,

<table>
<thead>
<tr>
<th>Table 1. Mean Values and 1 σ Standard Deviation of Simulated Dust Emissions, Depositions, Atmospheric Burden and Residence Time for the Present and LGM Climate (9-Year Simulation Period)*</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Emissions, Mt/yr</strong></td>
</tr>
<tr>
<td>Sahara</td>
</tr>
<tr>
<td>Arabian Peninsula</td>
</tr>
<tr>
<td>Asia</td>
</tr>
<tr>
<td>Australia</td>
</tr>
<tr>
<td>High northern regions</td>
</tr>
<tr>
<td>Exposed continental shelf areas</td>
</tr>
<tr>
<td>Rest</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>

*The LGM versus present ratios are given in the far right column. For emission fluxes the ratios were calculated without taking into account the enlargement of the different LGM emission regions due to a lowered glacial sea level. The ratio in parentheses includes the emissions from adjacent, exposed continental shelf.

Figure 4. Simulated 9-year mean dust deposition fluxes for (a) the modern climate and (b) the LGM climate.
where there is an almost four-fold increase in emission fluxes. The increase in emissions is associated with an increase in the extent of dust sources in the Sahel, Asia, Australia, South Africa and South America (Table 2). Dust sources increase by ca 30% in northern Africa (Sahara), but much larger increases occur in Asia (~50%) and Australia (~60%). For Australia, half of the 60% increase in source area can be attributed to expanded glacial coastal areas due to the lowered glacial sea level. At the LGM, high-latitude dust source areas (north of 55°N) are 2.7-fold increased compared to the present-day climate simulation. Most of this increase is related to the extent of high-latitude coastal areas during the LGM. As a direct result, significant amounts of dust are emitted from eastern Siberia and Alaska at the LGM while there are no emissions from this region in the modern simulation.

The increases in dust source areas are largely due to changes in the mean fraction of vegetation cover at the LGM (Figure 6d). To estimate the importance of this increase in glacial dust source areas versus glacial wind speed changes, a sensitivity study was performed. The model was run for 3 years (chosen to produce close to the minimum, mean and maximum dust emissions of the 9-year period) with either glacial wind speeds and modern surface conditions or vice versa (Table 3). The results suggests that approximately 25% of the simulated increase in the total global dust emission flux at the LGM is a result of the creation of source areas on the continental shelf exposed by lower sea levels at the LGM. Approximately 65% of the increase is caused by changes in wind speed over modern dust emission regions. Only 10% of the increase can be attributed to the expansion of dust sources on the modern land as a result of glacial vegetation-cover changes. However, the relative importance of vegetation changes and changes in wind speed in explaining changes in dust emissions varies from source region to source region. Changes in wind speed over modern dust emission areas appear to be the dominant factor in the Sahara/Sahel, accounting for ~78% of the simulated increase in emissions, and in Asia (88%). Changes in vegetation cover are more important in Australia, accounting for ca 32% of the simulated increase. Australia is the only region where a decrease of emissions over modern dust regions occurs under glacial wind regimes.

LGM dust deposition fluxes are increased by a factor of 2.3 compared to the present day (Figure 4b). The largest differences are found over Asia and the Northern Pacific, consistent with the three-fold increase in emissions from the Asian region. The eastward transport of Asian dust is also strongly enhanced in consequence of the stronger wind speeds in our simulation and dust deposition fluxes over the northern Pacific are much higher (~5) than present. Increased deposition fluxes are also simulated downwind of the other source regions, including a three-fold increase in the subtropical Atlantic. The simulated regional dust deposition fluxes are in reasonable agreement with estimates of LGM dust accumulation rates from DIRTMAP (Figure 5c).

The LGM atmospheric dust burden is increased by a factor of 2.8 and this leads to slight prolongation of the turnover time for dust (defined as total burden divided by deposition flux) from 2.8 ± 0.5 days under modern climate to 3.5 ± 1.7 days at the LGM (Table 1). Examination of the turnover time for different dust size bins shows that the overall increase is caused by longer atmospheric turnover times of larger dust particles (radius ≥ 2.6 μm) during the LGM.
The increase in the dustiness of the LGM is associated with a prolongation of the dust-emission seasons in most source regions (Figure 7) and of the season of downwind dust deposition (Figure 8). Thus, although there is a spring/summer peak (as today) in the Saharan dust plume, emissions and deposition downwind of the Sahara continue into the early autumn (September) at the LGM. The change in seasonality is very marked in central and eastern Asia. In contrast to the spring maximum in dust emission and deposition in the present-day simulation (and observations), there is an active dust cycle in the summer (July/August) at the LGM. In the high northern latitudes, which do not appear to be a significant dust source today, dust emissions and deposition are at a maximum in summer (July/August). The only exception to this general increase in the length of the season of dust activity appears to be Australia, where there is no change in the seasonality of the dust cycle compared to present.

Interannual variability of emissions in the LGM global dust cycle is somewhat reduced (13%) compared to today (17%). There is no apparent change in the season of dust activity appears to be Australia, where there is no change in the seasonality of the dust cycle compared to present.

Interannual variability in emissions is highest on the borders of the LGM source regions, including the Sahel, parts of India, South Africa, western Australia and eastern Siberia/Alaska (Figure 9b) where the interannual variability in vegetation cover is also high (Figure 9a). However, these border regions contribute little to the total global dust emission flux (Figure 6b). Furthermore, several of these border regions contribute little to the total global dust emission flux (Figure 6b). Furthermore, several of these border regions contribute little to the total global dust emission flux (Figure 6b).

**Table 2.** Simulated Dust Emission Areas for Modern and LGM Climate Forcing

<table>
<thead>
<tr>
<th>Area, 10^12 m^2</th>
<th>Modern</th>
<th>LGM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sahara</td>
<td>8.2 ± 0.1</td>
<td>10.5 ± 0.2</td>
</tr>
<tr>
<td>Arabian Peninsula</td>
<td>3.3 ± 0.0</td>
<td>3.9 ± 0.03</td>
</tr>
<tr>
<td>Asia</td>
<td>4.6 ± 0.1</td>
<td>6.9 ± 0.2</td>
</tr>
<tr>
<td>Australia</td>
<td>1.3 ± 0.1</td>
<td>1.7 ± 0.06</td>
</tr>
<tr>
<td>High northern regions</td>
<td>0.4 ± 0.1</td>
<td>0.6 ± 0.2</td>
</tr>
<tr>
<td>Exposed continental shelf areas</td>
<td>–</td>
<td>2.4 ± 0.0</td>
</tr>
<tr>
<td>Other sources</td>
<td>3.4 ± 0.2</td>
<td>3.7 ± 0.03</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>21.2 ± 0.3</strong></td>
<td><strong>29.7 ± 0.5</strong></td>
</tr>
</tbody>
</table>

*The areas represent the simulated maximum extent of the different source regions, where dust deflation is not prohibited by any surface conditions. The number in brackets after the LGM values indicate the emission areas including sources of the adjacent, exposed continental shelf. The total emission area of exposed continental shelf acting as a dust source is also given separately.
regions and most particularly those in Asia have reduced interannual climate variability (and hence dust emissions) at the LGM compared to today. Thus, the relative importance of variations in climate-induced vegetation cover on dust emissions in these border regions is less than might be expected given the importance of changes in vegetation cover in controlling dust fluxes from Asia today. Most of the interannual variability in the global dust emission flux (approximately ±308 Mt/yr) at the LGM is a result of the variability of wind speeds in the core regions, for example, the central Sahara and the Arabian Peninsula (Figures 6b and 9b). These regions are characterized by lower interannual variability than the border dust-source regions, and this also contributes towards lowering interannual variability in the dust cycle at the LGM compared to today.

Our analyses indicate that the observed increase in interannual variability of dust deposition in polar regions cannot be explained by changes in the variability of emissions. Indeed, the variability of the dust emission fluxes has only relatively limited, regional impacts on global deposition fluxes (Figure 9). This is partly because the interannual changes in the deposition flux integrate the effects of variability of both the atmospheric transport and of the deposition processes themselves. Furthermore, the impact of the variability of the dust emission fluxes is further diminished by atmospheric mixing and/or the coarse resolution of the TM3 transport model. The relative importance of these two effects cannot be distinguished by our model set-up.

Although interannual variability does not appear to have an important influence, changes in the seasonality of emission and deposition fluxes over the Asian region during the LGM do impact on the transport of dust to the Greenland ice sheet. The maximum dust deposition in the modern climate simulation occurs in summer (Figure 10a) which is 2–3 months later than the spring maximum dust deposition observed in the ice cores [Steffensen, 1988]. In the LGM simulation large dust deposition fluxes are found during most periods of the year with a clear minimum only during autumn and a much less pronounced minimum during late spring/early summer (Figure 10b). Changes in the simulated precipitation regime over Greenland, in particular a shift from a precipitation regime with no seasonal differentiation in the modern simulation to a regime with a pronounced summer maximum at the LGM, result in changes in the relative importance of wet and dry deposition. Only 28% of the dust deposited near Summit is removed by dry deposition in the modern simulation, while in the LGM simulation 76% of the dust is dry deposited.

**Table 3.** Results of a Sensitivity Study to Estimate the Influence of Glacial Surface Conditions and Glacial Wind Speed Changes on LGM Dust Emission Fluxesa

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Sahara</td>
<td>697 ± 149</td>
<td>1185 ± 211</td>
<td>759 ± 141</td>
<td>1333 ± 283</td>
</tr>
<tr>
<td>Arabian Peninsula</td>
<td>109 ± 66</td>
<td>154 ± 40</td>
<td>114 ± 58</td>
<td>164 ± 47</td>
</tr>
<tr>
<td>Asia</td>
<td>101 ± 51</td>
<td>339 ± 31</td>
<td>118 ± 46</td>
<td>372 ± 54</td>
</tr>
<tr>
<td>Australia</td>
<td>61 ± 18</td>
<td>47 ± 5</td>
<td>81 ± 20</td>
<td>62 ± 10</td>
</tr>
<tr>
<td>High northern regions</td>
<td>15 ± 6</td>
<td>39 ± 17</td>
<td>7 ± 3</td>
<td>9 ± 2</td>
</tr>
<tr>
<td>Exposed continental shelf</td>
<td>115 ± 55</td>
<td>203 ± 71</td>
<td>116 ± 50</td>
<td>165 ± 78</td>
</tr>
<tr>
<td>Other sources</td>
<td>1098 ± 326</td>
<td>1968 ± 362</td>
<td>1550 ± 324</td>
<td>2414 ± 449</td>
</tr>
</tbody>
</table>

*a* Listed are mean emission and 1σ standard deviation of a 3-year simulation period (chosen to produce close to the minimum, mean and maximum dust emissions of the modern and LGM 9-year dust simulation).
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Figure 7. Mean monthly dust emission fluxes (Mt) from the Sahara/Sahel, Asia and Australia for (a) the present and (b) LGM climate. Different scales are used for the magnitude of emissions in Figures 7a and 7b.
Figure 8. Mean seasonal patterns of dust deposition fluxes for (left) the modern and (right) the LGM climate. The seasons are conventionally defined, as in Figure 2.
produce a considerably more spiky record of dust concentrations at the LGM than today (Figure 11): The lack of a clear seasonal cycle in modern precipitation ensures that the seasonal cycle of the simulated dust deposition flux to central Greenland translates directly into a clear seasonal cycle of dust concentrations. This is observed in many Greenland ice cores [e.g., Steffensen, 1988]. For the LGM, however, dust concentrations in the ice are increased by the higher glacial dust emission fluxes, reduced amount of precipitation, changed seasonality of precipitation and the increased relative importance of dry deposition processes. The combination of these effects results in very high, sharp spikes of dust concentrations. The increased interannual variability of both the glacial deposition flux and precipitation causes the high LGM dust spikes to be less evenly distributed over depth than the modern ones (Figures 11c and 11d).

4. Discussion

[40] Our simulations suggest that the total dust emission flux at the LGM was 2383 ± 308 Mt/yr, equivalent to a 2.2-fold increase in fluxes compared to present. Previous simulations of the LGM dust cycle have produced higher estimates than this, ranging from ~2700 Mt/yr [Andersen et al., 1998] to 9000 Mt/yr [Mahowald et al., 1999]. Both of those simulations used a tuning of the modern dust emissions by assuming a total modern dust emission flux between 2000 Mt/yr [Andersen et al., 1998] and 3000 Mt/yr [Mahowald et al., 1999]. Our physically based estimate of 1060 Mt/yr is lower but more plausible (see detailed discussion by Tegen et al. [2002]). The use of an empirical tuning of the modern fluxes in the earlier simulations should not affect the ratio of LGM to modern fluxes significantly since transport and deposition processes show an almost linear response to changes of the total emission flux. Nevertheless, our 2.2-fold increase is higher than the 1.3-fold increase reported by Andersen et al. [1998] and lower than the three-fold increase simulated by Mahowald et al. [1999].

[41] The simulated dust emission fluxes are highly dependent on the prescribed 12-hour wind speed fields. Thus, the applied wind-speed relaxation of the original ECHAM4 winds towards the ECMWF values (as described in section 2) is a crucial part of the dust modeling strategy. A sensitivity experiment with original (i.e., noncorrected) modern ECHAM4 wind fields result in an unrealistically low global dust emission flux (~600 Mt/yr), but also produces dust fluxes over parts of the Sahara and over Australia that are too high. In contrast, the use of ECMWF wind fields in the study of Tegen et al. [2002] yielded simulated dust emissions, which are in fair agreement with present-day observations. This agreement may justify the applied relaxation method of ECHAM4 wind speeds towards ECMWF values for the modern climate. The validity of using the same correction parameters for
ECHAM4 LGM wind fields is an open question. Although there have been some attempts made to reconstruct glacial wind speeds from aeolian dune formations, these estimates only provide (at best) information on the strength of local-scale dune-forming winds. Thus, they cannot be used to test the validity of the correction parameters we use for the LGM.

Mahowald et al. [1999] made the first attempt to account for the effects of mean glacial vegetation changes on the emission of dust particles into the atmosphere. In this study we have gone a step further by considering a more diverse distribution of biome types and by taking into account daily changes in vegetation phenology. The glacial-interglacial change in vegetation cover is somewhat reduced in our simulation compared to the changes shown by Mahowald et al. [1999]. The changes in vegetation cover over Africa, India and Australia are consistent with observations [Elenga et al., 2000; J.-P. Sutra et al., Application of a global plant functional type scheme in the reconstruction of modern and palaeovegetation of the Indian subcontinent from pollen, manuscript in preparation, 2002; E. Pickett et al., Pollen-based reconstructions of biome distributions for Australia, South East Asia and the Pacific (SEAPAC region) at 0, 6000 and 18,000 14C yr B.P., manuscript in preparation, 2002]. The glacial high-latitudeal source region found in our simulation is also consistent with observations [Beget, 1996; Edwards et al., 2000]. However, we appear to overestimate the extent of forests in Asia [Yu et al., 2000; Harrison et al., 2001] and thus probably underestimate the extent of potential dust sources in this region. Despite this, our estimates of the changes in dust emissions appear to be in better agreement with observations than previous simulations, particularly in Asia and Australia [Kolla and Biscaye, 1977; Hesse, 1994; Kawahata, 2002]. Glacial Australian dust emissions are increased by a factor of 2.1 compared to modern, while Asian dust emissions increased by a factor of 4.0.

The seasonal cycle of vegetation changes appears to exert a strong influence on the seasonality of dust emissions in Asia, both in the modern simulation and at the LGM. Under modern conditions, interannual changes in vegetation cover on the margins of the major dust source regions influence the magnitude of dust emissions and provide an explanation for at least part of the interannual variability seen in emissions and atmospheric dust loadings. The largest impacts seem to be registered in Asia, southern Africa and Australia. However, given that the contribution of these border zones to the overall magnitude of dust emitted from each source is small, interannual changes in vegetation cover are not the most important control on either the total dust flux or its variability under modern conditions. The interannual variability of vegetation cover...
appears to have been reduced at the LGM, and thus its impact on the total dust emission would have been further reduced. Our simulations show that the increased strength and increased variability of glacial winds are the most important factors explaining the enhanced dust cycle at the LGM. This is particularly true for the Sahara/Sahel and Asia, where changes in the glacial winds explain \( \sim 78\% \) and \( \sim 88\% \) of the increase in dust emissions, respectively. Only in Australia, vegetation appears to be relatively more important in explaining the glacial changes. Mahowald et al. [1999] also showed that the increase in emissions from the Sahara at the LGM (compared to present) was largely controlled by increased wind speeds rather than vegetation changes. However, they argued that changes in other regions were dependent on the increased extent of source areas due to climatically-controlled changes in the extent of vegetation. Our results suggest that even rather large changes in potential source areas, such as the 50% increase simulated in Asia, may have little impact on total emissions.

Ice cores information from Greenland and Antarctica currently provide the only reliable source of information about interannual variability of dust concentrations. Fischer et al. [1999] reported order-of-magnitude changes of the calcium concentration of the Greenland GRIP ice core in about a decade, with 50% reductions within 2–3 years. The authors invoke a combination of increased atmospheric residence times and increased dust mobilization from Asia as the most plausible explanations for these rapid changes but, on the basis of earlier model studies [Alley et al., 1995; de Angelis et al., 1997], dismiss the possibility that the changes in dust concentration could be influenced by changes in the relative importance of wet and dry deposition. Our simulation suggests changes in the seasonality of precipitation and increases in the importance of dry deposition both have a substantial impact on the very rapid, short-term dust concentration changes found in central Greenland ice cores during the LGM. The increased seasonality of LGM precipitation over Greenland compared to present has also been found in other AGCM simulations [e.g., Krinner et al., 1997].

Unnerstad and Hansson [2001], on the basis of observed dust concentrations, aerosol size distributions, precipitation rates and a simple deposition model, estimated dry deposition accounted for 5%–25% of the total dust deposition today and between 13%–41% of the deposition during the LGM at the GRIP ice core. The two-fold increase in the dry deposition fraction during the LGM is broadly consistent with our estimate of a 2.7-fold increase (modern dry fraction: 28%, glacial dry fraction: 76%). The difference between the studies probably results from differences in the LGM precipitation rates used (Unnerstad and Hansson: 9 cm/yr, this study: 3 cm/yr) or could reflect the fact that Unnerstad and Hansson [2001] do not take into account the seasonality of atmospheric transport and precipitation.

Hansson [1994] suggested that prolonged glacial residence times could explain the increasing LGM dust fluxes and concentrations in Greenland ice cores. Our simulation results suggest a slight increase in residence time during the LGM on a global scale. However, this increase in residence time is only caused by larger dust particles, which are rarely transported to remote regions, like Greenland and therefore do not substantially affect the LGM dust record in Greenland ice cores.

The isotopic composition of glacial dust found in the GISP2 ice core has been interpreted to indicate that the most likely source of glacial dust deposited in central Greenland is the Gobi desert and China [Biscaye et al., 1997]. In a 1-year sensitivity experiment (chosen to produce close to the mean dust emissions) we tagged the dust emission fluxes from different source regions. In both the present and glacial simulation, several source regions contribute significantly to the modeled dust deposition flux near Summit, central Greenland. The combined Asian and Caspian Sea region is the most important source location, accounting for 35% (modern) and 42% (LGM) of the total central Greenland dust flux. While these findings agree with the conclusions of Biscaye et al. [1997] that Asia is the most important dust source for glacial dust found in central Greenland ice cores, they emphasize that other sources could also make a significant contribution to the Greenland dust deposition.

An overestimation of the absolute values of high glacial dust concentration peaks in our simulation cannot be excluded since any post-depositional effects (e.g., re-layering of the uppermost snow) were neglected. However, such mechanisms should reduce both modern and glacial dust spikiness in a similar manner.

Aerosol records other than dust (e.g., sea salt, sulphate) show strong, rapid variations in the Greenland ice core records during cold climate stages [e.g., Hansson, 1994]. These variations may also reflect a shift in the
seasonality of glacial precipitation and the strong increase of the relative importance of dry deposition processes that we invoke as an explanation of the variability of dust records in ice cores during the LGM. Wet deposition of all aerosol species would be inhibited during glacial winter, resulting in either enhanced dry deposition (which would raise concentration levels in the surface snow) or the build-up of aerosol loads in the atmosphere (leading to higher wet deposition fluxes during subsequent precipitation events). Our results indicate that such a shift of the relative importance of dry deposition processes during the LGM is not confined to Greenland, but occurs over most areas north of 60°N. No changes of the wet to dry deposition ratio are found in midlatitudinal and subtropical regions in the LGM simulation.

[50] The robustness of our results will be influenced by the correctness of the simulated LGM climate. The ECHAM4 simulation for the LGM followed the PMIP protocol in specifying ice sheet extent and height from Peltier [1994] and sea-surface conditions (both sea-surface temperatures and sea-ice extent) from CLIMAP [CLIMAP Project Members, 1981]. Recent work suggests that certain aspects of both of these data sets may be unrealistic.

[51] Recent reconstructions of tropical SSTs, based on alkenone unsaturation ratios [Okhouchi et al., 1994; Zhao et al., 1995; Chapman et al., 1996; Bard et al., 1997; Rosell-Melé et al., 1998; Sonzogni et al., 1998], oxygen-isotopes [Lee and Slowey, 1999] or modern-analog analyses of new (or extended) biotic assemblage data sets [Guilderson et al., 1994; Wolff et al., 1998; Mix et al., 1999; Liu et al., 2000] indicate that the tropical oceans were cooler than shown by CLIMAP [CLIMAP Project Members, 1981]. Conversely, reconstructions based on both dinoflagellate cysts [De Vernal et al., 1997; Rochon et al., 1998; de Vernal and Hillaire-Marcel, 2000] and foraminiferal assemblages [Weinelt et al., 1996] indicate that the North Atlantic was warmer during the summer season than shown by CLIMAP. All PMIP simulations using CLIMAP SSTs underestimate the observed tropical summer cooling, and most of the models also underestimate the extent of glacial aridity across the tropics [Pinot et al., 1999a]. Both effects would most likely lead to a reduced vegetation cover in those areas. Thus we might expect our simulation to underestimate LGM dust emissions in tropical regions. Evaluations using pollen-based reconstructions of temperature and moisture balance parameters across Europe and Russia suggest that the underestimation of tropical SSTs at the LGM in the PMIP simulations result in the simulation of climates across western and central Europe, and the eastern Mediterranean, that are too warm and wet [Kageyama et al., 2001]. These regions are not major dust sources in our LGM simulation. However, if climate were drier than simulated (as shown by the pollen data), we might expect significant dust sources to be created. Thus, we expect our simulations to underestimate dust emissions from southern and central Europe as a result of the prescription of CLIMAP SSTs in the tropics. In contrast, it would appear that the use of CLIMAP SSTs in the North Atlantic is unlikely to have a significant effect on our simulation of the LGM dust cycle. Sensitivity experiments with two versions of the LMD AGCM suggest that the impact of a warmer North Atlantic during the LGM summer is restricted to creating warmer conditions in eastern North America, Europe north of the Mediterranean region, and western Siberia [Pinot et al., 1999b]. The warmer North Atlantic does not appear to impact on the hydrological cycle, and thus can be expected to have little or no effect on the area of dust sources in the midlatitudes.

[52] The Peltier [1994] reconstruction of the LGM ice sheets shows the European ice sheet as more extensive than it was in reality [Astakhov et al., 1999]. Furthermore, according to the Peltier [1994] reconstruction the Greenland ice sheet is ~500 m higher than today, whereas recent reconstructions suggest there was little difference in the height of the Greenland ice sheet from today [Cuffey and Clow, 1997]. The impact of ice over western and northern Siberia on the simulated climate and dust cycle at the LGM is uncertain. On one hand, the unrealistically extended ice sheet would limit the possible extent of high-latitude sources and thus reduce possible emissions. However, the magnitude and spatial extent of glacial cooling and aridity downwind from the European ice sheet is at least partially influenced by the extent of the ice sheet. Thus, the prescription of an unrealistically large ice sheet would result in colder and drier conditions in the high-northern latitudes, thus creating more extensive potential dust sources. The balance between these two effects cannot be determined without running new climate simulations. The impact of the incorrect specification of the height of the Greenland ice sheet has, however, been evaluated. When the Greenland ice sheet at the LGM is specified according to Peltier’s reconstruction, the simulated mean precipitation is only ~3 cm/yr in central Greenland. This is 1.5–6 cm/yr lower than estimates of the LGM precipitation derived from the GRIP and GISP2 ice cores [Johnsen et al., 1995; Cuffey and Clow, 1997]. Reducing the change in elevation of the LGM Greenland ice sheet by 400 m results in a more realistic simulation of the LGM precipitation in central Greenland [Werner et al., 2000]. However, neither imposing a more realistic Greenland ice sheet nor more realistic SSTs in the North Atlantic and in the tropics substantially affects the simulated seasonality of precipitation on Greenland [Werner et al., 2001]. Our results invoke a change in the seasonality and interannual variability of precipitation to explain the extreme variability in dust concentration seen in the Greenland ice cores during the glacial, and thus our conclusions are unaffected by the use of the Peltier reconstruction of the ice sheets.

[53] Mineral aerosols play multiple roles in the climate system, including changing the radiative balance of the atmosphere [Intergovernmental Panel on Climate Change, 2001], influencing the physical properties of clouds [Levin et al., 1996; Zhang and Carmichael, 1999; Wurzler et al., 2000], and acting as a source of micronutrients to marine [Martin, 1991; Coale et al., 1996; Hutchins and Bruland, 1998] and terrestrial [Swap et al., 1992; Chadwick et al., 1999] ecosystems. The change in the radiative balance of the atmosphere caused by the increased glacial atmospheric dust loads could be substantial in tropical and subtropical regions [Clauquin et al., 2002]. Recent simulations suggest that the impact of glacial fertilization of marine ecosystems was rather small, although nonnegligible [Bopp, 2001]. Given that these feedbacks can occur rather rapidly (i.e., on subannual to decadal timescales), they may influence the interannual variability of climate (and hence of the dust
cycle) as well as the mean climate state of the LGM. Determining how these feedbacks will impact on the LGM dust cycle, however, will require coupling a dust sources, emission, transport and deposition scheme, such as the offline scheme used here, into a climate model.

5. Conclusions

Our simulations of the atmospheric dust cycle with prescribed modern and LGM boundary conditions show the following.

1. There is a two- to three-fold increase of the global atmospheric dust load during the LGM compared to modern. This is in general agreement with previous studies. However, our improved dust emission scheme indicates substantially lower absolute values of total dust emissions for both modern and LGM climate.

2. One third of the simulated increase in the total global dust emission flux at the LGM is related to source-region changes, while two thirds is caused by glacial wind speed changes over modern dust emission regions.

3. The season of dust emission for most source regions is longer in the LGM climate simulation than in the modern simulation. In particular in central Asia strong glacial dust emissions were simulated from early winter through to late summer in contrast to the clear modern spring maximum.

4. A substantial increase in the importance of dry deposition processes is found for most northern high-latitude regions during the LGM.

5. Changes in LGM dust emissions would only produce relatively small changes in dust deposition in Greenland. The very large observed changes in dust concentrations in Greenland ice cores can only be explained by taking into account changes in the seasonal cycle of both dust emission and of precipitation.
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