In our daily life, there are many occasions when we have to trust others to behave as they promised or as we expect them to do. For example, we trust a bus driver can take us to our destination on time; we trust a doctor to conduct a physical examination and check whether we have an illness; we trust a motor mechanic to find out whether there is a problem in our car and then repair it; we trust a bank and deposit our money. Each time we trust, we have to put something at risk: our lives, our assets, our properties, and so on. On these occasions, we may use a variety of clues and past experiences to believe these individuals’ good intentions towards us and decide on the extent to which we can trust them. This is the general procedure of trust evaluation in daily occasions.

Nowadays, with the development of e-commerce application technologies, from time to time it is necessary to buy some products or services from online e-commerce websites. In both e-commerce and e-service environments, when a client looks for one service from a large pool of services or service providers, in addition to service functionality the trustworthiness of a service or service provider is a key factor in service selection. This makes trust evaluation a very important issue in both e-commerce and e-service environments, especially when the client has to select from unknown sellers or service providers.

In general, in a trust management enabled system, service clients can provide feedback and trust ratings after completed transactions. Based on the ratings, the trust value of a service provider can be evaluated to reflect the quality of services in a certain time period. This trust evaluation approach in service-oriented environments is the focus of
our work in this thesis.

1.1 A Brief Review of Service-Oriented Computing

In recent years, with the development of information technologies and distributed systems, Service-Oriented Computing (SOC) has emerged as an increasingly important research area, attracting much attention from both the research and industry communities [57].

Conceptually, SOC is a computing paradigm that utilizes services as basic constructs to support the development of rapid and low-cost composition of distributed applications, even in heterogeneous environments [54, 72]. In service-oriented applications, a variety of services across domains are provided to clients in a loosely-coupled environment. Clients can look for preferred and qualified services via the discovery of service registries, and invoke and receive services from the rich service environments [72]. For example, in a company several departments may develop a variety of services in different implementation languages; with a service-oriented architecture, a department’s clients can access and use the services from other departments through a well defined interface.

Conceptually, in SOC environments a service is an autonomous, platform-independent computational entity, which can be described, published, discovered and dynamically assembled for developing massively distributed systems [72]. For example, in SOC environments, a service can refer to a transaction, such as selling a product online (i.e. the traditional online service), or a functional component implemented by Web service technologies [57]. However, when a client looks for a service from a large set of services offered by different providers, in addition to functionality, reputation-based trust is also a key factor for service selection. It is also a critical task for service registries to be responsible for maintaining the list of reputable and trustworthy services and service providers, and bringing them to clients [85].
1.2 A Brief Preview of Trust

Conceptually, trust is the measure taken by one party of the willingness and ability of another party to act in the interest of the former party in a certain situation [45]. If the trust value is in the range of [0,1], it can be taken as the subjective probability by which one party expects that another party can perform a given action [41].

The issue of trust has also been actively studied in Peer-to-Peer (P2P) networks (e.g. [19, 44, 95]), which can be used for information-sharing systems [3]. In a P2P system, it is quite natural for a client peer to doubt if a serving peer can provide the complete file prior to any download action, which may be quite time-consuming and network bandwidth-consuming. Unlike some trust management systems in e-commerce or service-oriented environments, in the P2P trust management system a requesting peer needs to inquire the trust data of a serving peer (target peer) from other peers who may have transacted with the serving peer [44, 65, 95]. The computation of the trust level of the serving peer from the collected trust ratings is then performed by the requesting peer rather than a central management server, because of the decentralized architecture of the P2P system.

Unlike P2P information-sharing networks or the eBay reputation management system where a binary rating system is used [95], in SOC environments a trust rating is usually a value in the range of [0,1] given by a service client [85, 88, 90], representing the subjective belief of the service client on their satisfaction with a service or a service provider. The trust value of a service or a service provider can be calculated by a trust management authority based on the collected trust ratings representing the reputation of the service or the service provider.

Effective and efficient trust evaluation is highly desirable and critical for service clients to identify potential risks, providing objective trust results and preventing huge monetary loss [87].
1.3 Contributions of the Work

This thesis contributes in two main ways to the study of trust evaluation in service-oriented environments.

1. One aspect of the work presented in this thesis is trust vector based approaches to trust rating aggregations in service-oriented environments.

(a) In most existing trust evaluation models [19, 44, 82, 85, 88, 90, 95, 97, 102], a single trust value (e.g. a value in the range of [0,1]) is computed to reflect the global trust level of a target accumulated over a certain time period (e.g. in the last 6 months). It is easy for single trust value based systems to be used in trust-oriented service comparison and selection. However, a single trust value of a service provider computed by a service management authority cannot depict the real trust level very well under certain circumstances. For example, if there are two service providers A and B with their final trust values $T_A \approx 0.7$ and $T_B \approx 0.7$ (each of which is in the range of [0,1]), does this mean that both A and B have the same trust level? It is not true if A’s trust values are turning worse with an accumulated value of 0.7 while B’s trust values are becoming better. In this case, B is better than A in terms of predicting the trust level of a forthcoming transaction.

In this thesis, we propose a trust vector to represent a set of ratings distributed within a time interval with three values [51, 59]: final trust level, service trust trend and service performance consistency level. The final trust level is represented by a value in [0, 1]. The service trust trend is computed as a numerical value in $(-\infty, +\infty)$ representing the trend of service trust changes during a given time interval that can be interpreted as coherent, upgoing, dropping or uncertain. The service performance consistency level is represented by a numerical value in [0,1] measuring the
extent to which the computed service trust trend fits the given set of trust ratings.

With trust vectors, two service providers with similar final trust values can be compared.

(b) In most existing studies on trust evaluation, a single trust value is aggregated from the ratings given to the previous services of a service provider, to indicate his/her current trust level. Such a mechanism is useful, but may not be able to depict the trust features of a service provider well under certain circumstances. Alternatively, a complete set of trust ratings can be transferred to a service client for local trust evaluation. However, this incurs a big overhead in communication, since the rating data set is usually large-scale, covering a long service history. The third option is to generate a small data set that should represent the large set of trust ratings over a long time period well.

With our proposed single trust vector approach, a trust vector of three values resulting from a computed regression line can represent a set of ratings distributed within a certain time interval (e.g. a week or a month etc.). However, the computed trust vector can represent the set of ratings well only if these ratings imply consistent trust trend changes and are all very close to the obtained regression line.

In a more general case with trust ratings for a long service history, a two dimensional aggregation is performed, which consists of both vertical and horizontal aggregations of trust ratings. The vertical aggregation calculates the aggregated rating representing the trust level for the services delivered in a small time period. The horizontal aggregation applies our proposed multiple time interval (MTI) greedy and optimal algorithms to determine the minimal number of time intervals, within each of which a trust vector can be obtained and can represent all the corresponding ratings well.
Hence, a small set of data can represent a large set of trust ratings well with well preserved trust features. This is significant for large-scale trust rating transmission, trust evaluation and trust management.

In this thesis, we propose five MTI analysis algorithms [87]. We have also studied the properties of our proposed algorithms both analytically and empirically. These studies illustrate that our algorithms can return a small set of MTI to represent a large set of trust ratings and preserve the trust features well.

2. The second aspect of the work presented in this thesis is trust-oriented composite service selection and discovery.

In SOC environments, to satisfy the specified functionality requirement it is usually necessary to effectively compose different kinds of services across domains forming a composite service, which requires that the involved service can be trusted by service clients and other collaborating services [41]. Given a set of various services, different compositions may lead to different service invocation structures. Although these compositions certainly enrich service provision, they greatly increase the complexity of subjective trust evaluation and thus make a proper subjective global trust evaluation very challenging.

In the literature, there are some existing studies for service composition and quality driven service selection [29, 69, 94, 101, 103]. However, for trust-oriented composite service selection and discovery, some research problems remain open.

(a) Trust is context dependent, i.e. for different contexts of transactions (e.g. transaction cost, product/service category, clients), there are different factors influencing the trust result [88, 89].

In this thesis, we propose a method for building up a projection from the trust ratings in the transaction history of a service provider to an upcoming
transaction depending on the contexts of the previous transactions and the upcoming one. This process is termed context based trust normalization [53]. After trust normalization, normalized trust ratings are used for trust evaluation, the results of which would be closely bound to the upcoming transaction.

(b) The definition of a proper graph representation of composite services including both probabilistic invocations and parallel invocations is still lacking. The corresponding data structure is also essential. It is fundamental and important to define these representations to support the global trust evaluation of composite services.

In this thesis, we present the service invocation graph and service invocation matrix for composite service representation [57, 58].

(c) From the definitions in [41, 45], trust can be taken as the subjective probability, i.e. the degree of belief an individual has in the truth of a proposition [30, 33], rather than the objective probability or classical probability, which is the occurrence frequency of an event [33]. A subjective probability is derived from an individual's personal judgment about a specific outcome (e.g. the evaluation of teaching quality or service quality). It differs from person to person. Hence, classical probability theory is not a good fit for trust evaluation. Instead, subjective probability theory [30, 33] should be adopted.

In this thesis, a Bayesian inference based subjective trust estimation method for service components is proposed [54, 57, 58].

(d) Although a variety of trust evaluation methods exist in different research areas [45, 85, 95, 102], they either ignore the subjective probability property of trust ratings, or neglect complex invocation structures. As a result, no proper mechanism exists yet for the subjective global trust evaluation of composite services.
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In this thesis, we interpret the trust dependency caused by service invocations as conditional probability, which can be evaluated based on the trust values of service components [54, 55]. Then, we propose a joint subjective probability approach and a subjective probability based deductive approach to evaluate the subjective global trust of a composite service on the basis of trust dependency [54, 55].

(e) Taking trust evaluation and the complex structure of composite services into account, effective algorithms are needed for trust-oriented composite service selection and discovery. These are expected to be more efficient than the existing approaches [69, 101].

In this thesis, based on Monte Carlo method we propose a service selection and discovery algorithm and a QoS constrained service selection algorithm [57, 58]. Experiments have been conducted on composite services of various sizes to compare the proposed algorithms with the existing exhaustive search method [69]. The results illustrate that our proposed algorithms are effective and more efficient.

1.4 Roadmap of the Thesis

This thesis paves some ways to trust evaluation in service-oriented environments, and the structure of this thesis is as follows.

Chapter 2 presents a comprehensive literature review of both the theoretical analysis of trust and trust evaluation methods in online application fields.

One aspect of the work presented in this thesis is trust vector based approaches to trust rating aggregations in service-oriented environments. This is discussed in the following two chapters. Chapter 3 proposes our single trust vector approach. This chapter includes our papers [51, 59] published in ICWS 2008 and ATC 2009\(^1\). In Chapter 4, with our proposed vertical aggregation approaches and horizontal aggre-

\(^1\)For details of the conferences, please refer to Publications on page ix.
1.4 Roadmap of the Thesis

Aggregation approaches, a small set of values can represent a large set of trust ratings well with well preserved trust features. This chapter includes our papers [87, 56] published in TSC and WWWJ.

The other aspect of the work presented in this thesis concerns trust-oriented composite service selection and discovery. In Chapter 5, based on Monte Carlo method, we propose a service selection and discovery algorithm and a QoS constrained service selection algorithm. This chapter includes our papers [52, 57, 58] published in SCC 2009, ICSOC 2009 and J.UCS. In Chapter 6, we propose a joint subjective probability approach and a subjective probability based deductive approach to evaluate the subjective global trust of a composite service on the basis of trust dependency. This chapter includes our papers [54, 55, 53] published in AAAI 2010, ICWS 2011 and ATC 2010.

Finally, Chapter 7 briefly concludes this work and points out some directions for future research opportunities.
Chapter 2

Literature Review on Trust

In the 1980s and 1990s, a significant number of social science research papers draw attention to trust in many aspects of life [64]. Subsequently, the issue of trust has been discussed not only by social scientists but also by professionals in politics, economics, computer science and so on.

In the literature, trust is a very complicated issue. Related to different networks of concepts on languages, cultures and sociopolitical systems, the term “trust” is highly polysemic. In fact, in different languages there are different semantic distinctions between trust and confidence, reliance, expectation, faith and so on [64].

In this chapter, the literature review on trust is organized as follows:

• Section 2.1 presents a general structure of trust, which provides a general global picture of trust. With this structure, it is easy to start a preliminary theoretical analysis of trust.

• Section 2.2 identifies the bases of trust, with which trust can be established from a variety of diverse sources of trust-related information.

• Section 2.3 briefly introduces the concepts of trust defined in multiple disciplines, including sociology, history, psychology, economics and so on.

• Section 2.4 focuses on trust evaluation models used in different online applications, including e-commerce, P2P networks, service-oriented computing, multi-agent systems and social networks.
In Section 2.5, the above mentioned trust evaluation methods can be categorized into different taxonomies with respect to trust evaluation techniques, the structure of trust and the bases of trust respectively.

Finally, Section 2.6 concludes our work in this chapter.

2.1 General Structure of Trust

The general structure of trust has been proposed in [64] and graphically represented in Fig. 2.1. This structure provides a general global picture of trust, with which professionals, scientists and even ordinary citizens can start a preliminary theoretical analysis of trust. With primary trust and reflective trust as the horizontal axis, and micro-social trust and macro-social trust as the vertical axis, this presentation creates four spaces which correspond to four orthogonally placed forms of trust.

Vertically, passing from the bottom half of Fig. 2.1 toward the top, we move...
from micro-social trust (i.e. personal, private and interpersonal trust) toward macro-social trust (i.e. professional, group and organizational trust).

- Horizontally, the left-hand side of Fig. 2.1 is characterized by trust as feelings, either based on the interdependence between the self and other, or associated with security or social cohesion [6]. As we move toward the right-hand part of Fig. 2.1, trust becomes conceptualized and rationalized [6]. Trust in the right-hand part of Fig. 2.1 is contractual, and is based on obligations and morality.

In other words, in the left-hand side we focus on primary trust (i.e. immediately apprehended [preconceptual] forms of trust), while in the right-hand side trust is established between strangers or institutions and between organizations and groups of various kinds (i.e. reflective trust [6]). However, once trust has been established, it transforms into common knowledge and becomes taken-for-granted and commonly understood. In contrast to the left-hand side of Fig. 2.1, this taken-for-grantedness arises from reflective thinking. There is also a case whereby, as a result of an individual’s doubt trust is brought back into discourse explicitly. When trust is explicitly verbalized, it is no longer taken-for-granted and is partly or fully destroyed. It is necessary to establish trust from the very beginning again.

### 2.1.1 Basic Trust

Now let us focus on the bottom left quadrant of Fig. 2.1, the boundaries of which are determined by micro-social and primary trust. In the bottom left corner of this quadrant, there is what developmental psychologists describe as *basic trust* between mother and baby.

Basic trust is the first mark of an individual’s mental life, even before feelings of autonomy and initiative develop [22]. Through the mutuality between mother and baby, basic trust evolves through mutual somatic experiences and “unmistakable communication” that creates security and continuity. With the presupposition that humans
possess the capacity to make distinctions, the child, equipped with an innate capacity for intersubjectivity, learns through actions, experiences and communications to differentiate between the mental states of others, between feelings, and between trustworthy and untrustworthy relations [79].

2.1.2 A Priori Generalized Trust

Moving to the second quadrant in the top left part of Fig. 2.1, we can see that it is circumscribed by primary trust and macro-social trust. In the top left quadrant of Fig. 2.1, a *a priori generalized trust* is above all a fundamental psychosocial feeling, and it is instantaneously apprehended, quite often without the awareness of those concerned [63]. Generally speaking, the top left quadrant contains trust which is characterized by the kinds of social relations in a society where individuals have certain kinds of social activities. In society, they conceive, create and communicate their social relations and trust with others. Social differentiation leads to the formation of social groups, associations and institutions in which individuals are bound together by impersonal relations. Particularly, in a heterogeneous and complex society like ours, trust is person-specific and content-specific [79]. In our society, during daily life we have to deal with strangers all the time, but here we only deal with one aspect of a stranger and not with the whole person.

In this quadrant, somewhere more towards the intersection, we can place *in-group solidarity*, which can be taken as a form of trust [16]. It includes the social binding and bounding of close in-groups, such as the social cohesion and social ties within family, friends, neighbors, coactivists, and other communities.

2.1.3 Context-Specific Trust

Now we focus on the third quadrant of Fig. 2.1, and it is bounded by macro-social and reflective trust. This quadrant includes trust resulting from a variety of forms, ranging from cooperation to audits, strategies, calculations and so on. The type of trust located
in this quadrant is context-specific trust, which is derived from contextual information [41]. Context-specific trust is conceptualized and symbolically communicable, and it can be implicitly presented in interactions, relationships and communication.

2.1.4 Inner Dialogicality

Finally, we arrive at the bottom right quadrant of Fig. 2.1, and in this quadrant we can place inner dialogicality [9]. By inner dialogicality, we mean the capacity of humans to carry out internal dialogues (i.e. dialogues within the self). For example, it could include evaluations of one’s own and others’ past experiences and present conduct, which reflects personal issues and predicts the future conduct. Inner dialogues include not only self-confidence but also self-doubt [64]. With inner dialogues, individuals can develop an awareness of how, where, when and why they can trust or have confidence in specific others (or in themselves).

2.2 Bases of Trust

Research on identifying the bases of trust attempts to establish the conditions which lead to the emergence of trust, including psychological, social, and organizational factors that influence individuals’ expectations about others’ trustworthiness and their willingness to behave trustworthily during a transaction [6, 49].

2.2.1 Dispositional Trust

Individuals behave differently in their general predisposition to trust different people [49]. To explain the origins of such dispositional trust, Rotter [76] proposed that people tend to build up general trustworthiness about other people from their early trust-related experiences (e.g. the basic trust proposed in Section 2.1.1). In addition, we usually assume that an individual has a relatively stable personality characteristic [76], i.e. a relatively stable dispositional trust.
2.2.2 History-based Trust

In the literature, it has been pointed out that individuals’ willingness to engage in trusting others is largely a history dependent process [11]. Interactional histories provide decision makers with useful trust information on the estimation of others’ dispositions, intentions and motivations. With the assumption of a relatively stable personality characteristic, this historical information also provides a basis for making predictions about others’ future behaviors.

Interactional histories have a significant effect on two psychological facets of trust judgment.

- First, individuals’ estimations about others’ trustworthiness depend on their prior expectations about others’ behaviors.
- Second, these expectations vary with subsequent experience, which either validates or discredits the expectations.

In this regard, history-based trust can be taken as an important basis for establishing knowledge-based or personalized trust [50].

Personalized knowledge can provide important information for trust estimation. However, such knowledge is usually hard to obtain. In most situations, it is impossible for decision makers to accumulate sufficient knowledge about the potential individuals with whom they would like to transact. As a consequence, a variety of substitutes for such direct personalized knowledge have to be utilized [18] and many other bases of trust have to be introduced.

2.2.3 Third Parties as Conduits of Trust

Considering the importance of personalized knowledge regarding others’ trustworthiness and its difficulty to obtain, third parties are introduced as conduits of trust because of their diffusion of trust-related information.
In our daily life, simple examples of using third parties as conduits of trust are gossip and word-of-mouth. These ways can provide a valuable source of second-hand knowledge about others [13], but the effects of these ways on trust estimations are complex and do not always have positive effects on the estimation of others’ trustworthiness. That is because third parties usually tend to disclose only partial information about others [13]. In particular, when an individual has a strong relation to a prospective trustee, third parties usually prefer to convey the information which they believe the individual wants to hear, i.e. the information which strengthens the tie [49]. This will increase the certainty about the trustee’s trustworthiness. Thus, third parties tend to amplify such trust.

Third parties also play an important role in the development and diffusion of trust in social networks [83]. When there is no sufficient knowledge or transactional history available, individuals can turn to third parties for transferring their well-established trust relationships. This provides a base of trust which will be validated or discredited with subsequent experience.

### 2.2.4 Category-based Trust

Category-based trust refers to trust estimation based on the information regarding a trustee’s membership in a social or organizational category. For example, we can take gender, race or age as a social category. This information usually unknowingly influences others’ estimations about the trustee’s trustworthiness. Due to the cognitive consequences of categorization and ingroup bias, individuals tend to attribute positive characteristics such as cooperativeness and trustworthiness to other ingroup members [12]. As a result, individuals can establish a kind of depersonalized trust on other ingroup members based only on awareness of their shared category membership.
2.2.5 Role-based Trust

Role-based trust focuses on trust estimation based on the knowledge that a trustee occupies a particular role in an organization rather than that trusters have specific knowledge about the trustee’s dispositions, intentions and motivations. To some extent, it is believable that technically competent role performance is usually aligned with corresponding roles in organizations [10]. For example, in the case of vehicle maintenance, we usually trust a motor mechanic to find out whether there is a problem with the car. Therefore, individuals can establish a kind of trust based on the knowledge of role relations, even without personalized knowledge or transactional history.

Role-based trust is established from the fact that there are some prerequisites to occupy a role in an organization, such as the training and socialization processes that role occupants have undergone, and their intentions to ensure their technically competent role performance.

Role-based trust can also be quite vulnerable, especially during organizational crises or when novel situations occur which confuse organizational roles or break down role-based transactions.

2.2.6 Rule-based Trust

Both formal and informal rules capture much of the knowledge about tacit understandings regarding transaction behaviors, interactional routines, and exchange practices [62]. Formal rules are determined by a trust management authority to establish trust between truster and trustee. For example, with the help of PayPal [4], a buyer can trust an unknown seller for a certain transaction. In contrast, informal rules are not explicitly determined by any trust management authority. Instead, they are formed by tradition, religion or routines. For example, in academic environments, early career researchers usually trust senior researchers to help them and guide their research path.

Rule-based trust is estimated not on a conscious calculation of consequences, but rather on shared understandings regarding rules of appropriate behaviors. Regard-
ing the effects of rules on individuals’ self-perceptions and expectations about other organizational members, rules can create and sustain high levels of trust within an organization [62].

2.3 Concept of Trust in Multiple Disciplines

Complex social phenomena like trust cannot be properly understood from the perspective of a single discipline or in separation from other social phenomena [64]. Although considerable attention to the problem of defining trust has been afforded [49], it is understandable that a single researcher cannot master all the knowledge related to trust in all related disciplines. Thus, a concise and universally accepted definition of trust has remained elusive, and the concept of trust is usually based on analysis from the viewpoint of a single discipline. For example, the basic concept of trust has been widely explored in multiple disciplines, as discussed below.

From the perspective of sociology and history, according to Seligman [78], “trust enters into social interaction in the interstices of systems, when for one reason or another systematically defined role expectations are no longer viable”. If people play their roles according to role expectations, we can safely conduct our own transaction accordingly. The problem of trust emerges only in cases where there is “role negotiability”, i.e. there is “open space” between roles and role expectations [78].

Seligman [78] also points out that trust is a modern phenomenon. What might appear as trust in premodern societies is nothing but “confidence in well-regulated and heavily sanctioned role expectations”. Modernity saw the rise of individualism and the proliferation of societal roles. There was thus a greater degree of negotiability of role expectations and greater possibility for role conflicts, and this resulted in a greater potential for the development of trust in modern society.

From the perspective of sociology, Coleman [15] proposes a four-part definition of trust.

- Placement of trust allows actions that otherwise are not possible, i.e. trust allows
actions to be conducted based on incomplete information on the case in hand.

- If the person in whom trust is placed (trustee) is trustworthy, then the trustor will be better off than if s/he had not trusted. Conversely, if the trustee is not trustworthy, then the trustor will be worse off than if s/he had not trusted.

- Trust is an action that involves a voluntary transfer of resources (e.g. physical, financial, intellectual, or temporal) from the truster to the trustee with no real commitment from the trustee.

- A time lag exists between the extension of trust and the result of the trusting behavior.

This definition allows for the discussion of trust behavior, which is useful in reasoning about human-computer trust and trust behaviors in social institutions.

From the perspective of psychology, trust is the belief in the person who you trust to do what you expect. Individuals in relationships characterized by high levels of social trust are more apt to exchange information and to act with benevolence toward others than those in relationships lacking trust. Misztal [70] points out three basic things that trust does in the lives of people: It makes social life predictable, creates a sense of community, and makes it easier for people to work together.

From the perspective of economics, trust is often conceptualized as reliability in transactions [64].

In all cases, trust involves many heuristic decision rules, requiring the trust management authority to handle a lot of complex information with great effort in rational reasoning [14].

### 2.4 Trust Evaluation in Online Applications

The issue of trust has been studied in some online application fields.
2.4.1 Trust Evaluation in E-Commerce Environments

Trust is an important issue in e-commerce (EC) environments. At eBay [1], after each transaction, a buyer can give feedback with a rating of “positive”, “neutral” or “negative” to the system according to the service quality of the seller. eBay calculates the feedback score $S = P - N$, where $P$ is the number of positive ratings left by buyers and $N$ is the number of negative ratings. The positive feedback rate $R = \frac{P}{P+N}$ (e.g. $R = 99.1\%$) is then calculated and displayed on web pages. This is a simple trust management system providing valuable reputation information to buyers.

In [102], the Sporas system is introduced to evaluate trust for EC applications based on the ratings of transactions in a recent time period. In this method, the ratings of later transactions are given higher weights as they are more important in trust evaluation. The Histos system proposed in [102] is a more personalized reputation system compared to Sporas. Unlike Sporas, the reputation of a user in Histos depends on who makes the query, and how that person rated other users in the online community. In [80], Song et al. apply fuzzy logic to trust evaluation. Their approach divides sellers into multiple classes of reputation ranks (e.g. a 5-star seller, or a 4-star seller). In [88], Wang et al. propose an approach to evaluate situational transaction trust, which binds the trust ratings of a forthcoming transaction with previous transactions. Since the situational trust vector includes service specific trust, service category trust, transaction amount category specific trust and price trust, it can deliver more objective transaction specific trust information to buyers and prevent some typical attacks. In [89], Wang and Lin present some reputation-based trust evaluation mechanisms to more objectively depict the trust level of sellers on forthcoming transactions and the relationship between interacting entities.

2.4.2 Trust Evaluation in P2P Information Sharing Networks

The issue of trust has been actively studied in Peer-to-Peer (P2P) information sharing networks as a client peer needs to know prior to download actions which serving peer
can provide complete files. In [19], Damiani et al. propose an approach for evaluating the reputation of peers through a distributed polling algorithm and the XRep protocol before initiating any download action. This approach adopts a binary rating system and is based on the Gnutella [3] query broadcasting method. EigenTrust [44] adopts a binary rating system as well, and aims to collect the local trust values of all peers to calculate the global trust value of a given peer. Some other P2P studies also adopted the binary rating system. In [95], Xiong et al. propose a PeerTrust model which has two main features. First, they introduce three basic trust parameters (i.e. the feedback that a peer receives from other peers, the total number of transactions that a peer performs, the credibility of the feedback sources) and two adaptive factors in computing the trustworthiness of peers (i.e. transaction context factor and the community context factor). Second, they define some general trust metrics and formulas to aggregate these parameters into a final trust value. In [65], Marti et al. propose a voting reputation system that collects responses from other peers on a target peer. The final reputation value is calculated by aggregating the values returned by responding peers and the requesting peer’s experience with the target peer. In [105], Zhou et al. discover a power-law distribution in peer feedbacks, and develop a reputation system with a dynamical selection on a small number of power nodes that are the most reputable in the system.

2.4.3 Trust Evaluation in Service-Oriented Environments

In the literature, the issue of trust also has received much attention in the field of service-oriented computing (SOC). In [85], Vu et al. present a model to evaluate service trust by comparing the advertised service quality and the delivered service quality. If the advertised service quality is as good as the delivered service quality, the service is reputable. In [90], Wang et al. propose some trust evaluation metrics and a formula for trust computation with which a final trust value is computed. In addition, they propose a fuzzy logic based approach for determining reputation ranks that particularly
differentiate the service periods of new and old (long-existing) service providers. The aim is to provide incentives to new service providers and penalize those old service providers with poor service quality. In [61], Malik et al. propose a set of decentralized techniques aiming at evaluating reputation-based trust with the ratings from clients to facilitate the trust-oriented selection and composition of Web services. In [17], Conner et al. present a trust model that allows service clients with different trust requirements to use different weight functions that place emphasis on different transaction attributes. This customized trust evaluation provides flexibility for service clients to have different trust values from the same feedback data.

### 2.4.4 Trust Evaluation in Multi-Agent Systems

Trust has also drawn much attention in the field of multi-agent systems. In [40], Jøsang describes a framework for combining and assessing subjective ratings from different sources based on Dempster-Shafer belief theory, which is a generalization of the Bayesian theory of subjective probability. In [82], Teacy et al. introduce the TRAVOS system (Trust and Reputation model for Agent-based Virtual OrganisationS) which calculates an agent’s trust on an interaction partner using probability theory, taking into account the past interactions between agents. In [26], Griffiths proposes a multi-dimensional trust model which allows agents to model the trust value of others according to various criteria. In [77], Sabater et al. propose a model discussing trust development between groups. When calculating the trust from individual $A$ to individual $B$, a few factors are considered, e.g. the interaction between $A$ and $B$, the evaluation of $A$’s group to $B$ and $B$’s group, and $A$’s evaluation to $B$’s group. In [20], a community-wide trust evaluation method is proposed where the final trust value is computed by aggregating the ratings (termed as votes in [20]) and other aspects (e.g. the rater’s location and connection medium). In addition, this approach computes the trust level of an assertion (e.g. trustworthy or untrustworthy) as the aggregation of multiple fuzzy values representing the trust resulting from human interactions. In [36], in trust evalu-
ation, the motivations of agents and the dependency relationships among them are also taken into account.

2.4.5 Trust Evaluation in Social Networks

In the literature, the issue of trust becomes increasingly important in social networks. In [86], Walter et al. identify that network density, the similarity of preference between agents, and the sparseness of knowledge about the trustworthiness of recommendations are crucial factors for trust-oriented recommendations in social networks. However, the trust-oriented recommendation can be attacked in various ways, such as sybil attack, where the attacker creates a potentially unlimited number of identities to provide feedback and increase trust level. In [99], Yu et al. present SybilGuard, a protocol for limiting the corruptive influences of sybil attacks, which depends on the established trust relationship between users in social networks.

Trust propagation, during which the trust of a target agent can be estimated from the trust of other agents, is an important problem in social networks. In [25], Gollebeck et al. present trust propagation algorithms based on binary ratings. In social networks, many more non-binary trust propagation approaches have been proposed. In [28], Guha et al. develop a framework dealing with not only trust propagation but also distrust propagation. In [32], Hang et al. propose an algebraic approach to propagating trust in social networks, including a concatenation operator for the trust aggregation of sequential invocation, an aggregation operator for the trust aggregation of parallel invocation, and a selection operator for trust-oriented multiple path selection. In [84], Victor et al. present a trust propagation model, which takes into account fuzzified trust, fuzzified distrust, unavailable trust information and contradictory trust information simultaneously.
2.5 Trust Evaluation Taxonomy

Trust evaluation is based on the trusters’ knowledge of trust, which is only in the trusters’ minds. This makes the analysis process highly human-dependent and therefore prone to errors. Knowledge of trust can be abstract/general, or domain/application specific, etc. From different viewpoints, the trust evaluation approaches presented in Section 2.4 can be categorized into different taxonomies as follows.

2.5.1 Trust Evaluation Technique Based Taxonomy

Similar to the taxonomy in [20], we can categorize the above mentioned trust evaluation approaches presented in Section 2.4 as follows according to their computation techniques. Some approaches may correlate to more than one category.

- **Category 1** adopts the approach of calculating the summation or weighted average of ratings, like the models in [20, 26, 88, 90, 95, 102].

  In addition, based on the additive approach, a few studies address how to compute the final trust value by considering appropriate metrics. For example, later transactions are more important [102]; the evaluation approach should provide incentive to consistently good quality services and punish malicious service providers [90, 95]. Some other studies also consider context factors, e.g. the new transaction amount and service category [88], the rater’s profile and location [20], or the relationship between the rater’s group and the ratee [26].

- **Category 2** addresses the subjective property of trust for trust rating aggregation, e.g. the work in [40, 54], where subjective probability theory is adopted in trust evaluation.

- The approaches in **Category 3** (e.g. [82]) adopt Bayesian systems, which take binary ratings as input and compute reputation scores by statistically updating beta probability density functions (PDF).
• Category 4 uses flow models, e.g. in [17, 25, 28, 32, 84, 86, 99, 102, 105], which compute the trust of a target through some intermediate participants and the trust dependency between them.

• While each of the above categories calculates a crisp value, the last category adopts fuzzy models, e.g. in [20, 90], where membership functions are used to determine the trustworthiness of targets.

2.5.2 Trust Structure Based Taxonomy

According to the general structure of trust described in Section 2.1, the trust evaluation approaches presented in Section 2.4 can be categorized into the first quadrant of Fig. 2.1. This is not a big surprise since each trust evaluation approach in Section 2.4 focuses on trust in a specific environment (e.g. e-commerce, P2P networks, service-oriented computing, multi-agent systems or social networks), and reflective and macro-social trust belongs to the first quadrant. In contrast, the second and third quadrants focus on primary (taken-for-granted) trust, and there is no necessity to have any trust evaluation approach in these quadrants. The fourth quadrant focuses on self trust evaluation.

As the topic of my thesis is about trust evaluation in service-oriented environments, all my proposed trust evaluation approaches belong to the first quadrant of Fig. 2.1.

2.5.3 Trust Bases Based Taxonomy

According to the bases of trust proposed in Section 2.2, the trust evaluation approaches presented in Section 2.4 can be analyzed as follows to find out which base of trust is adopted in each trust evaluation approach. Some approaches may be based on more than one bases of trust.

• Dispositional Trust focuses on the personality of a truster, with the assumption of a relatively stable personality characteristic, like the model in [82].
• *History-based Trust* is the most widely adopted trust base in trust evaluation. For example, it has been taken into account in [17, 19, 36, 44, 61, 65, 77, 80, 85, 88, 89, 90, 95, 102, 105].

• *Third Parties as Conduits of Trust* is another widely adopted trust base to evaluate trust. For example, it has been adopted by the models in [25, 28, 32, 36, 40, 77, 82, 84, 86, 99, 105].

• *Category-based Trust* addresses the information regarding a trustee’s membership in a social or organizational category, e.g. in [77].

• *Role-based Trust* uses the knowledge that a trustee occupies a particular role in the organization, e.g. the work in [20, 36, 89].

• *Rule-based Trust* specifies formal or informal rules, which can determine trust, like the models in [26, 40, 90].

### 2.6 Conclusions

This chapter provides a general overview of the research studies on trust. Conceptually, we present the general structure of trust, the bases of trust and the concepts of trust in different disciplines. The general structure of trust presents a general cross-disciplinary analysis of trust, and provides a general picture containing all kinds of trust. The bases of trust illustrate what leads to the emergence of trust. The concepts of trust present different aspects of trust from the different viewpoints of different disciplines. In addition, the typical trust evaluation methods are introduced in a variety of online applications, including e-commerce, P2P networks, service-oriented computing, multi-agent systems and social networks. Finally, these trust evaluation methods can be categorized into different taxonomies.
A Trust Vector Approach in Service-Oriented Applications

Trust is an important factor in service-oriented applications that can be used to indicate the trustworthiness of future services. In most existing trust evaluation models [19, 44, 82, 85, 88, 90, 92, 95, 97, 102], a single trust value (e.g. a value in the range of [0,1]) is computed to reflect the global trust level of a target accumulated in a certain time period (e.g. in the latest 6 months). The calculation of the final trust value is based on either all the ratings given for the latest time period [44, 95] or the current trust value for previous transactions and the rating for the latest transaction [88, 92].

Single trust value mechanisms are easy to use in trust-oriented service comparison and selection. However, a single trust value computed by a service management authority cannot depict the real trust level very well under certain circumstances. For example, if there are two service providers $A$ and $B$ with their final trust values $T_A \approx 0.7$ and $T_B \approx 0.7$ (each of which is in the range of [0,1]), does it mean that both $A$ and $B$ have the same trust level? It is not true if $A$’s trust values are turning worse with an accumulated value of 0.7 while $B$’s trust values are becoming better. In this case, $B$ is better than $A$ in terms of predicting the trust level of a forthcoming transaction.

Thus, a good trust management system requires more comprehensive trust evaluation approaches providing more objective trust information that indicates not only the global trust level, but also the trust prediction relevant to forthcoming transactions. To serve this purpose, in this chapter we propose a service trust vector consisting of a set
of values, such as final trust level, service trust trend and service performance consistency level, which is applicable to e-commerce or e-service environments. We also conduct empirical experiments to study the properties of our proposed approaches. In addition, fuzzy regression is adopted in trust vector evaluation instead of classical regression. In classical regression analysis, the deviations between the observed and estimated data are assumed to be subject to random errors. However, in trust evaluation, these deviations are frequently caused by human subjective judgement or imprecise observations [66]. All these reasons make it necessary to introduce fuzzy regression.

This chapter is organized as follows. In Section 3.1, we propose our service trust vector, which consists of three values: final trust level, service trust trend and service performance consistency level. In addition, some empirical studies are also presented to further illustrate the properties of our model. In Section 3.2, we adopt fuzzy regression instead of classical regression to compute the service trust vector. Finally, Section 3.3 concludes our work in this chapter.

### 3.1 Service Trust Vector and Its Evaluation

In cognitive science, it has been pointed out that people are motivated to maintain consistency among their actions [93]. This consistency provides the rationale that the performance of a service provider during a time interval can be consistent, implying a consistent trust level.

In this section, a trust vector approach is proposed to depict the trust level with three values: Final Trust Level (FTL), Service Trust Trend (STT) and Service Performance Consistency Level (SPCL).
3.1.1 Final Trust Level (FTL) Evaluation

The calculation of FTL follows a common principle, which is termed the *recency effect*\(^1\) in cognitive science [93]. This principle appears in a number of studies in service-oriented applications [51, 59, 102].

**Principle 1:** The final trust value should be computed by taking the trust ratings in a recent time period into account, with more weight given to the ratings of later services.

**Definition 1:** Based on this principle, the FTL value for the time interval \([t_1, t_n]\) can be calculated as:

\[
T_{FTL}^{[t_1,t_n]} = \frac{\sum_{i=1}^{n} w_{t_i} \cdot R(t_i)}{\sum_{i=1}^{n} w_{t_i}},
\]

where \(t_i \in [t_1, t_n]\) and \(w_{t_i}\) can be calculated as the exponential moving average [33]:

\[
w_{t_i} = \alpha^{n-t_i}, \quad 0 < \alpha \leq 1.
\]

Actually, most existing single trust value methods (e.g. the methods proposed in [90, 102]) can be adopted to compute the FTL value if they are based on non-binary ratings \(\{R(t_i)\}\) and follow Principle 1.

3.1.2 Service Trust Trend (STT) Evaluation

STT aims to illustrate the trend of service trust value changes in a given time interval. Some typical cases of STT are depicted in Fig. 3.1, which are “coherent”, “upgoing”, “dropping” and “uncertain” in sequence.

In order to evaluate the STT of a set of ratings \(\{R(t_i)\mid t_i \in [t_1, t_n]\}\) for the time interval \([t_1, t_n]\), following Principle 1, we design a *weighted least square linear regression* method [51], as illustrated in Fig. 3.2. This method is used to obtain the best-fit straight line from a set of data points \(\{(t_i, R(t_i))\}\). It is characterized by the sum of weighted squared residuals with its least value, where a residual is the distance from a

\(^1\)In the literature, recency effect is also known as *temporal sensitivity* [61].
data point to the regression line (see Fig. 3.2). Once the regression line is obtained, its slope is taken as the \( STT \) value.

Let \( (t_1, R^{(t_1)}), (t_2, R^{(t_2)}), \ldots, (t_n, R^{(t_n)}) \) be the given data points within a time interval \([t_1, t_n]\), where \( R^{(t_i)} \in [0, 1] \) is the trust rating for the service delivered during a short time period \( t_i \) (\( t_i < t_{i+1} \), \( t_1 = t_{start} \) and \( t_n = t_{end} \)). In general, \( R^{(t_i)} \) can be the value aggregated from a set of ratings for the services delivered at \( t_i \) (e.g. a day, or a week) [87]. In addition, the regression line can be represented as

\[
R = p_{a_0} + p_{a_1}t, \hspace{1cm} (3.3)
\]
where \( p_{a_0} \) and \( p_{a_1} \) are constants to be determined, and \( p_{a_1} \) represents the \( STT \) value. As the distance from point \((t_i, R^{(t_i)})\) to the regression line is

\[
d_{t_i} = \frac{|R^{(t_i)} - p_{a_0} - p_{a_1} t_i|}{\sqrt{1 + p_{a_1}^2}},
\]

(3.4)

the sum of squares of the distance can be defined as follows.

**Definition 2:** Based on the method of weighted least squares, the sum of squares of the distance can be calculated as follows:

\[
S_{dis} = \sum_{i=1}^{n} w_{t_i}^2 d_{t_i}^2 = \sum_{i=1}^{n} \frac{w_{t_i}^2 (R^{(t_i)} - p_{a_0} - p_{a_1} t_i)^2}{1 + p_{a_1}^2}.
\]

(3.5)

Now the task is to minimize the sum of squares of the distance \( S_{dis} \) with respect to the parameters \( p_{a_0} \) and \( p_{a_1} \), with the method of undetermined coefficients.

As function \( S_{dis} \) is continuous and differentiable, based on Fermat’s theorem in real analysis, the minimization point of \( S_{dis} \) makes the first derivative of function \( S_{dis} \) zero, and the second derivative positive, which could be easily proved since \( p_{a_1} \) is very small here. To serve this purpose, we differentiate \( S_{dis} \) with respect to \( p_{a_0} \) and \( p_{a_1} \), and set the results to zero, which gives

\[
\frac{\partial S_{dis}}{\partial p_{a_0}} = -2 \sum_{i=1}^{n} \frac{w_{t_i}^2 (R^{(t_i)} - p_{a_0} - p_{a_1} t_i)}{1 + p_{a_1}^2} = 0,
\]

(3.6)

and

\[
\frac{\partial S_{dis}}{\partial p_{a_1}} = -2 \sum_{i=1}^{n} \frac{w_{t_i}^2 (R^{(t_i)} - p_{a_0} - p_{a_1} t_i)(p_{a_1} R^{(t_i)} - p_{a_0} p_{a_1} + t_i)}{(1 + p_{a_1}^2)^2} = 0,
\]

(3.7)

i.e.

\[
\sum_{i=1}^{n} w_{t_i}^2 R^{(t_i)} - p_{a_0} \sum_{i=1}^{n} w_{t_i}^2 - p_{a_1} \sum_{i=1}^{n} w_{t_i}^2 t_i = 0.
\]

(3.8)
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and

\[ \sum_{i=1}^{n} w_i^2 t_i R(t_i) + p_{a0} p_{a1} \sum_{i=1}^{n} w_i^2 t_i + p_{a0} p_{a1} \sum_{i=1}^{n} w_i^2 t_i \]

\[ -2p_{a0} p_{a1} \sum_{i=1}^{n} w_i^2 t_i R(t_i) - p_{a1}^2 \sum_{i=1}^{n} w_i^2 t_i R(t_i) \]

\[ + p_{a1} \sum_{i=1}^{n} w_i^2 R(t_i)^2 \]

\[ = 0. \quad (3.9) \]

Eqs. (3.8) and (3.9) can be solved for the unknown \( p_{a0} \) and \( p_{a1} \), by substituting \( p_{a0} \) from Eq. (3.8) into Eq. (3.9) to obtain

\[ p_{a1}^2 + \frac{S_{wr2} S_w - S_{wr}^2 + S_{w}^2}{S_{wr} S_{wr} - \sum_{i=1}^{n} w_i^2 t_i R(t_i) S_w} p_{a1} - 1 = 0, \quad (3.10) \]

where \( S_w = \sum_{i=1}^{n} w_i^2 t_i \), \( S_{wr} = \sum_{i=1}^{n} w_i^2 t_i \), \( S_{w}^2 = \sum_{i=1}^{n} w_i^2 R(t_i) \), \( S_{wr2} = \sum_{i=1}^{n} w_i^2 t_i^2 \), and \( S_{wr2} = \sum_{i=1}^{n} w_i^2 R(t_i)^2 \). Obviously, it is easy to obtain a very small real solution of Eq. (3.10) about \( p_{a1} \).

Furthermore, by substituting the solution of \( p_{a1} \) back to Eq. (3.8), we can obtain

\[ p_{a0} = \frac{\sum_{i=1}^{n} w_i^2 R(t_i) - p_{a1} \sum_{i=1}^{n} w_i^2 t_i}{\sum_{i=1}^{n} w_i^2 t_i}. \quad (3.11) \]

Thus, based on the weighted least square linear regression method, we can obtain the \( STT \) value \( T_{STT} = p_{a2} \), which is determined from Eq. (3.10). However, in order to determine the four cases of \( STT \) depicted in Fig. 3.1, another factor \( SPCL \) should be taken into account.

3.1.3 Service Performance Consistency Level (SPCL) Evaluation

The \( SPCL \) value indicates the consistency level of the service trust ratings in a certain time interval. Some typical \( SPCL \) cases are depicted in Fig. 3.3. In sequence, they are “absolutely consistent”, “relatively consistent” and “inconsistent”.

Prior to presenting the \( SPCL \) evaluation method in detail, we firstly introduce some
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**Figure 3.3:** Several SPCL cases

definitions.

**Definition 3:** The predicted value of regression line is

$$V_{pr}(t_i) = p_{a0} + p_{a1} t_i,$$

(3.12)

where $p_{a0}$ and $p_{a1}$ are decided by Eqs. (3.11) and (3.10) respectively.

**Definition 4:** Following Principle 1, the weighted average distance for the time interval $[t_1, t_n]$ is

$$V_{t_{dis}}^{[t_1, t_n]} = \frac{\sum_{i=1}^{n} w_{t_i} |R(t_i) - V_{pr}(t_i)|}{\sqrt{1 + p_{a1}^2 \sum_{i=1}^{n} w_{t_i}}}$$

(3.13)

or

$$V_{t_{dis}}^{[t_1, t_n]} = \frac{\sum_{i=1}^{n} w_{t_i} |R(t_i) - (p_{a0} + p_{a1} t_i)|}{\sqrt{1 + p_{a1}^2 \sum_{i=1}^{n} w_{t_i}}}$$

(3.14)

for $n$ trust ratings $\{R(t_i)\}$ of services delivered in the time interval $[t_1, t_n]$.

Now let us introduce a principle about the SPCL evaluation as follows.

**Principle 2:** The SPCL value $T_{SPCL}^{[t_1, t_n]}$ is a monotonically decreasing function of the weighted average distance $V_{t_{dis}}^{[t_1, t_n]}$.

According to Principle 2, we have the following SPCL evaluation formula.

**Definition 5:** The SPCL value for the time interval $[t_1, t_n]$ is

$$T_{SPCL}^{[t_1, t_n]} = 1 - 2V_{t_{dis}}^{[t_1, t_n]} = 1 - 2 \frac{\sum_{i=1}^{n} w_{t_i} |R(t_i) - (p_{a0} + p_{a1} t_i)|}{\sqrt{1 + p_{a1}^2 \sum_{i=1}^{n} w_{t_i}}}. $$

(3.15)
Obviously, we have $T_{SPCL}^{[t_1, t_n]} \in [0, 1]$.

From the above definition, the cases of $SPCL$ can be determined as follows:

1. If $\epsilon_{SPCL_1} < T_{SPCL} \leq 1$ ($0 \ll \epsilon_{SPCL_1} < 1$ is the threshold), $SPCL$ is absolutely consistent (refer to Fig. 3.3(a)),

2. If $\epsilon_{SPCL_2} < T_{SPCL} < \epsilon_{SPCL_1}$ ($0 < \epsilon_{SPCL_2} \ll 1$ is the threshold), $SPCL$ is relatively consistent (refer to Fig. 3.3(b)), i.e. the service performance is consistent in a certain level.

3. If $T_{SPCL} < \epsilon_{SPCL_2}$, $SPCL$ is inconsistent (refer to Fig. 3.3(c)), i.e. the service performance is not consistent.

Now, with $T_{STT}$ and $T_{SPCL}$, the four cases of $STT$ can be determined as follows.

1. If $T_{SPCL} > \epsilon_{SPCL_2}$ and $|T_{STT}| < \epsilon_{STT}$ ($0 < \epsilon_{STT} \ll 1$ is the threshold), $STT$ is coherent (refer to Fig. 3.1(a)), i.e. the service trust rating remains at the same level.

2. If $T_{SPCL} > \epsilon_{SPCL_2}$ and $T_{STT} > \epsilon_{STT}$, $STT$ is up-going (refer to Fig. 3.1(b)), i.e. the service trust rating is becoming better.

3. If $T_{SPCL} > \epsilon_{SPCL_2}$ and $T_{STT} < -\epsilon_{STT}$, $STT$ is dropping (refer to Fig. 3.1(c)), i.e. the service trust rating is turning worse.

4. If $T_{SPCL} < \epsilon_{SPCL_2}$, $STT$ is uncertain (refer to Fig. 3.1(d)), i.e. the service trust rating is not reliable.

### 3.1.4 Service Trust Vector

Based on the above discussions, we can define the service trust vector as follows.

**Definition 6:** The service trust vector $T^{[t_1, t_n]}$ for the trust ratings given in time interval $[t_1, t_n]$ is

$$T^{[t_1, t_n]} = < T_{FTL}^{[t_1, t_n]}, T_{STT}^{[t_1, t_n]}, T_{SPCL}^{[t_1, t_n]} >,$$

(3.16)
where $T_{FTL}^{[t_1, t_n]}$ is defined in Eq. (3.1), $T_{STT}^{[t_1, t_n]}$ is decided by Eq. (3.10), and $T_{SPCL}^{[t_1, t_n]}$ is defined in Eq. (3.15).

With trust vectors, all service providers form a partial order set. Given two service providers $P_j$ and $P_k$ with their service trust vectors

$$T_j^{[t_1, t_n]} = < T_{FTL_j}^{[t_1, t_n]}, T_{STT_j}^{[t_1, t_n]}, T_{SPCL_j}^{[t_1, t_n]} >$$

and

$$T_k^{[t_1, t_n]} = < T_{FTL_k}^{[t_1, t_n]}, T_{STT_k}^{[t_1, t_n]}, T_{SPCL_k}^{[t_1, t_n]} >,$$

they are comparable in the following cases:

**Property 1:** If $T_{STT_j}^{[t_1, t_n]} = T_{STT_k}^{[t_1, t_n]}$, $T_{SPCL_j}^{[t_1, t_n]} = T_{SPCL_k}^{[t_1, t_n]}$, and $T_{FTL_j}^{[t_1, t_n]} < T_{FTL_k}^{[t_1, t_n]}$, $P_k$ is preferable, which is denoted as $P_k > P_j$ or $P_j < P_k$.

**Property 2:** If $T_{FTL_j}^{[t_1, t_n]} = T_{FTL_k}^{[t_1, t_n]}$, $T_{SPCL_j}^{[t_1, t_n]} = T_{SPCL_k}^{[t_1, t_n]}$, and $T_{STT_j}^{[t_1, t_n]} < T_{STT_k}^{[t_1, t_n]}$, then $P_j < P_k$.

**Property 3:** If $T_{FTL_j}^{[t_1, t_n]} = T_{FTL_k}^{[t_1, t_n]}$, $T_{STT_j}^{[t_1, t_n]} = T_{STT_k}^{[t_1, t_n]}$, and $T_{SPCL_j}^{[t_1, t_n]} < T_{SPCL_k}^{[t_1, t_n]}$, then $P_j < P_k$.

In addition, when the two values of a service vector element are approximately equal, we can compare the two trust vectors in the following cases.

**Property 4:** If

$$|T_{STT_j}^{[t_1, t_n]} - T_{STT_k}^{[t_1, t_n]}| < \epsilon_{Vector_1}, \quad (3.17)$$

$$|T_{SPCL_j}^{[t_1, t_n]} - T_{SPCL_k}^{[t_1, t_n]}| < \epsilon_{Vector_2}, \quad (3.18)$$

and

$$|T_{FTL_j}^{[t_1, t_n]} - T_{FTL_k}^{[t_1, t_n]}| < \epsilon_{Vector_3}, \quad (3.19)$$

$P_j$ and $P_k$ are both preferable, which is denoted as $P_k = P_j$, where $0 < \epsilon_{Vector_1}, \epsilon_{Vector_2}, \epsilon_{Vector_3} \ll 1$ are thresholds that can be specified by service clients or trust management authorities.
Property 5: If

\[ |T^{[t_1,t_n]}_{STT_j} - T^{[t_1,t_n]}_{STT_k}| < \epsilon_{Vector1}, \quad (3.20) \]

\[ |T^{[t_1,t_n]}_{SPCL_j} - T^{[t_1,t_n]}_{SPCL_k}| < \epsilon_{Vector2}, \quad (3.21) \]

and

\[ T^{[t_1,t_n]}_{FTL_j} + \epsilon_{Vector3} < T^{[t_1,t_n]}_{FTL_k}, \quad (3.22) \]

\(P_k\) is preferable, which is denoted as \(P_k > P_j\) or \(P_j < P_k\).

Property 6: If

\[ |T^{[t_1,t_n]}_{FTL_j} - T^{[t_1,t_n]}_{FTL_k}| < \epsilon_{Vector3}, \quad (3.23) \]

\[ |T^{[t_1,t_n]}_{SPCL_j} - T^{[t_1,t_n]}_{SPCL_k}| < \epsilon_{Vector2}, \quad (3.24) \]

and

\[ T^{[t_1,t_n]}_{STT_j} + \epsilon_{Vector3} < T^{[t_1,t_n]}_{STT_k}, \quad (3.25) \]

then \(P_j < P_k\).

Property 7: If

\[ |T^{[t_1,t_n]}_{FTL_j} - T^{[t_1,t_n]}_{FTL_k}| < \epsilon_{Vector3}, \quad (3.26) \]

\[ |T^{[t_1,t_n]}_{STT_j} - T^{[t_1,t_n]}_{STT_k}| < \epsilon_{Vector1}, \quad (3.27) \]

and

\[ T^{[t_1,t_n]}_{SPCL_j} + \epsilon_{Vector2} < T^{[t_1,t_n]}_{SPCL_k}, \quad (3.28) \]

then \(P_j < P_k\).

### 3.1.5 Experiments on Trust Vector

In this section, we illustrate the results of conducted simulations to study the proposed service trust vector approach, and explain why the service trust vector is necessary and important.

In these experiments, we set \(\epsilon_{SPCL_1} = 0.94\) and \(\epsilon_{SPCL_2} = 0.85\), which are the
Table 3.1: Trust vectors in Experiment 1 on Trust Vector

<table>
<thead>
<tr>
<th></th>
<th>$T_{FTL}$</th>
<th>$T_{STT}$</th>
<th>STT</th>
<th>$T_{SPCL}$</th>
<th>SPCL</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>0.6048</td>
<td>0.0029</td>
<td>up-going</td>
<td>0.9417</td>
<td>absolutely consistent</td>
</tr>
<tr>
<td>$P_2$</td>
<td>0.6034</td>
<td>0.0047</td>
<td>up-going</td>
<td>0.8929</td>
<td>relatively consistent</td>
</tr>
<tr>
<td>$P_3$</td>
<td>0.6036</td>
<td>0.0001</td>
<td>coherent</td>
<td>0.9573</td>
<td>absolutely consistent</td>
</tr>
<tr>
<td>$P_4$</td>
<td>0.6066</td>
<td>0.0004</td>
<td>coherent</td>
<td>0.9101</td>
<td>relatively consistent</td>
</tr>
<tr>
<td>$P_5$</td>
<td>0.6055</td>
<td>-0.0017</td>
<td>dropping</td>
<td>0.9510</td>
<td>absolutely consistent</td>
</tr>
<tr>
<td>$P_6$</td>
<td>0.6004</td>
<td>-0.0024</td>
<td>dropping</td>
<td>0.9337</td>
<td>relatively consistent</td>
</tr>
<tr>
<td>$P_7$</td>
<td>0.6084</td>
<td>0.0033</td>
<td>up-going</td>
<td>0.9468</td>
<td>absolutely consistent</td>
</tr>
<tr>
<td>$P_8$</td>
<td>0.6010</td>
<td>0.0037</td>
<td>up-going</td>
<td>0.9068</td>
<td>relatively consistent</td>
</tr>
<tr>
<td>$P_9$</td>
<td>0.6031</td>
<td>0.0002</td>
<td>coherent</td>
<td>0.9618</td>
<td>absolutely consistent</td>
</tr>
<tr>
<td>$P_{10}$</td>
<td>0.6097</td>
<td>0.0005</td>
<td>coherent</td>
<td>0.8904</td>
<td>relatively consistent</td>
</tr>
<tr>
<td>$P_{11}$</td>
<td>0.6034</td>
<td>-0.0022</td>
<td>dropping</td>
<td>0.9583</td>
<td>absolutely consistent</td>
</tr>
<tr>
<td>$P_{12}$</td>
<td>0.6055</td>
<td>-0.0015</td>
<td>dropping</td>
<td>0.9047</td>
<td>relatively consistent</td>
</tr>
</tbody>
</table>

thresholds to determine absolutely consistent, relatively consistent, inconsistent SPCL and uncertain STT (refer to the properties introduced in Section 3.1.3), and set $\epsilon_{STT} = 0.0006$, which is the threshold for determining coherent, up-going and dropping STT together with $\epsilon_{SPCL}$ (refer to the properties introduced in Section 3.1.3). Meanwhile, we set the parameter $\alpha = 0.95$ in the weighting function in Eq. (3.2).

3.1.5.1 Experiment 1 on Trust Vector

In this experiment, we aim to illustrate why the service trust vector is necessary by comparing our method with two existing approaches in [90, 102], because they are also based on non-binary ratings only and applied to service-oriented environments. Both the ratings and corresponding regression lines are plotted in Fig. 3.4. The computed trust vectors are listed in Table 3.1.

In comparison with the Sporas approach proposed in [102], we evaluate the trust level of six service providers $P_1$ to $P_6$, with constant $\theta = 5$, acceleration factor $\sigma = 25$, the reputation of ratee $R_{other}^i = 1$ and initial reputation $R_0 = 0.1$. According to Table 3.1, all six service providers $P_1$ to $P_6$ (see Fig. 3.4(a)-(f)) have almost the same $T_{FTL}$. 
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Figure 3.4: Experiment 1 on Trust Vector
Therefore, they seemingly have the same trust level. However, they have different $T_{STT}$ or $T_{SPCL}$. Based on the properties introduced in Section 3.1.3, we can determine the $STT$ and $SPCL$ as listed in Table 3.1, with which the six service providers $P_1$ to $P_6$ can be partially ordered: $P_1 > P_3 > P_5$, $P_2 > P_4 > P_6$, $P_1 > P_2$, $P_3 > P_4$ and $P_5 > P_6$.

Similarly, we compare our method with the approach proposed in [90] for the trust evaluation of six service providers $P_7$ to $P_{12}$ (see Fig. 3.4(g)-(l)), with the scale control factor $\lambda = 1$, and parameters $\alpha = 2$ and $\beta = 20$. From Table 3.1, we can notice that the six service providers $P_7$ to $P_{12}$ have almost the same $T_{FTL}$ but different $T_{STT}$ or $T_{SPCL}$. Hence, the six service providers $P_7$ to $P_{12}$ can be partially ordered: $P_7 > P_9 > P_{11}$, $P_8 > P_{10} > P_{12}$, $P_7 > P_8$, $P_9 > P_{10}$ and $P_{11} > P_{12}$.

From this experiment, we can observe that under some circumstances a service trust vector can depict the trust level more precisely than a single trust value.
3.1.5.2 Experiment 2 on Trust Vector

In this experiment, we focus on four cases about STT. The computed results are listed in Table 3.2, and the best fit straight line for each service provider in this experiment is plotted in Fig. 3.5.

Case 1: In this case, as plotted in Fig. 3.5(a), there are two service providers $P_{13}$ and $P_{14}$. According to Table 3.2, as $T_{SPCL_{13}} > \epsilon_{SPCL_2}$, $|T_{STT_{13}}| < \epsilon_{STT}$, $T_{SPCL_{14}} > \epsilon_{SPCL_2}$ and $|T_{STT_{14}}| < \epsilon_{STT}$, based on the property introduced in Section 3.1.3, they both have coherent STT. In contrast, according to Table 3.2, as $\epsilon_{SPCL_2} < T_{SPCL_{13}} < \epsilon_{SPCL_1}$, based on the property introduced in Section 3.1.3, $P_{13}$ has relatively consistent SPCL. Meanwhile, as $T_{SPCL_{14}} > \epsilon_{SPCL_1}$, $P_{14}$ has absolutely consistent SPCL.

Case 2: As plotted in Fig. 3.5(b), there are two service providers $P_{15}$ and $P_{16}$ in this case. Based on Table 3.2, as $T_{SPCL_{15}} > \epsilon_{SPCL_2}$, $T_{STT_{15}} > \epsilon_{STT}$, $T_{SPCL_{16}} > \epsilon_{SPCL_2}$ and $T_{STT_{16}} > \epsilon_{STT}$, according to the property introduced in Section 3.1.3, they both have up-going STT. In contrast, based on Table 3.2, as $\epsilon_{SPCL_2} < T_{SPCL_{15}} < \epsilon_{SPCL_1}$, according to the property introduced in Section 3.1.3, $P_{15}$ has relatively consistent SPCL. Meanwhile, as $T_{SPCL_{16}} > \epsilon_{SPCL_1}$, $P_{16}$ has absolutely consistent SPCL.

Case 3: In this case, as plotted in Fig. 3.5(c), there are two service providers $P_{17}$ and $P_{18}$. According to Table 3.2, as $T_{SPCL_{17}} > \epsilon_{SPCL_2}$, $T_{STT_{17}} < -\epsilon_{STT}$, $T_{SPCL_{18}} > \epsilon_{SPCL_2}$ and $T_{STT_{18}} < -\epsilon_{STT}$, according to the property introduced in Section 3.1.3, they both have dropping STT. In contrast, according to Table 3.2, as $\epsilon_{SPCL_2} < T_{SPCL_{17}} < \epsilon_{SPCL_1}$, based on the property introduced in Section 3.1.3, $P_{17}$ has relatively consistent SPCL. Meanwhile, as $T_{SPCL_{18}} > \epsilon_{SPCL_1}$, $P_{18}$ has absolutely consistent SPCL.

Case 4: As plotted in Fig. 3.5(d), there is one service provider $P_{19}$ in this case. According to Table 3.2, as $T_{SPCL_{19}} < \epsilon_{SPCL_2}$, according to the properties introduced
in Section 3.1.3, it has uncertain STT and inconsistent SPCL.

**Table 3.2:** Experiment 2 on Trust Vector results

<table>
<thead>
<tr>
<th></th>
<th>$T_{FTL}$</th>
<th>$T_{STT}$</th>
<th>STT</th>
<th>$T_{SPCL}$</th>
<th>SPCL</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{13}$</td>
<td>0.7069</td>
<td>0.0005</td>
<td>coherent</td>
<td>0.9286</td>
<td>relatively consistent</td>
</tr>
<tr>
<td>$P_{14}$</td>
<td>0.2968</td>
<td>0.0005</td>
<td>coherent</td>
<td>0.9573</td>
<td>absolutely consistent</td>
</tr>
<tr>
<td>$P_{15}$</td>
<td>0.8364</td>
<td>0.0055</td>
<td>up-going</td>
<td>0.8948</td>
<td>relatively consistent</td>
</tr>
<tr>
<td>$P_{16}$</td>
<td>0.4288</td>
<td>0.0044</td>
<td>up-going</td>
<td>0.9693</td>
<td>absolutely consistent</td>
</tr>
<tr>
<td>$P_{17}$</td>
<td>0.4759</td>
<td>-0.0035</td>
<td>dropping</td>
<td>0.9301</td>
<td>relatively consistent</td>
</tr>
<tr>
<td>$P_{18}$</td>
<td>0.1737</td>
<td>-0.0038</td>
<td>dropping</td>
<td>0.9710</td>
<td>absolutely consistent</td>
</tr>
<tr>
<td>$P_{19}$</td>
<td>0.5472</td>
<td>-0.0011</td>
<td>uncertain</td>
<td>0.7874</td>
<td>inconsistent</td>
</tr>
</tbody>
</table>

### 3.1.5.3 Experiment 3 on Trust Vector

In this experiment, we introduce two cases. In Case 1, we conduct an experiment to illustrate why SPCL is necessary and important. In Case 2, we aim to explain by examples why the introduction of a weight function in Eq. (3.2) is important. The computed results are listed in Table 3.3 and Table 3.4, and the best fit straight line for each service provider in the experiment is also plotted in Fig. 3.6.

**Case 1:** In this case, as plotted in Fig. 3.6(a)(b), there are two service providers $P_{20}$ and $P_{21}$. According to Table 3.3, as $T_{FTL_{20}} \approx T_{FTL_{21}}$, $T_{STT_{20}} = T_{STT_{21}}$, and $T_{SPCL_{20}} > T_{SPCL_{21}}$, we can conclude that $P_{20} > P_{21}$. This case indicates that the SPCL model is useful for depicting the trust history.

**Case 2:** As plotted in Fig. 3.6(c)(d), there are two service providers $P_{22}$ and $P_{23}$ in this case, which have the following property: the service trust rating $P(t_i)$ at time $t_i$ of $P_{22}$ in Fig. 3.6(c) is the same as the one at time $100 - t_i$ of $P_{23}$ in Fig. 3.6(d).

Without the weight function in Eq. (3.2), from Table 3.4 we obtain $T_{FTL_{22}} = T_{FTL_{23}}$, $T_{SPCL_{22}} = T_{SPCL_{23}}$ and $T_{STT_{22}} = -T_{STT_{23}}$. We can conclude that without
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Table 3.3: Experiment 3 on Trust Vector results with $w_{t_{i}}$

<table>
<thead>
<tr>
<th></th>
<th>$T_{FTL}$</th>
<th>$T_{STT}$</th>
<th>$T_{SPCL}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{20}$</td>
<td>0.7232</td>
<td>0.0040</td>
<td>0.9591</td>
</tr>
<tr>
<td>$P_{21}$</td>
<td>0.7305</td>
<td>0.0040</td>
<td>0.8621</td>
</tr>
<tr>
<td>$P_{22}$</td>
<td>0.5299</td>
<td>0.0049</td>
<td>0.8661</td>
</tr>
<tr>
<td>$P_{23}$</td>
<td>0.2734</td>
<td>-0.0037</td>
<td>0.9731</td>
</tr>
</tbody>
</table>

Table 3.4: Experiment 3 on Trust Vector results without $w_{t_{i}}$

<table>
<thead>
<tr>
<th></th>
<th>$T_{FTL}$</th>
<th>$T_{STT}$</th>
<th>$T_{SPCL}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{20}$</td>
<td>0.6003</td>
<td>0.0040</td>
<td>0.9687</td>
</tr>
<tr>
<td>$P_{21}$</td>
<td>0.6133</td>
<td>0.0035</td>
<td>0.8635</td>
</tr>
<tr>
<td>$P_{22}$</td>
<td>0.3971</td>
<td>0.0041</td>
<td>0.9126</td>
</tr>
<tr>
<td>$P_{23}$</td>
<td>0.3971</td>
<td>-0.0041</td>
<td>0.9126</td>
</tr>
</tbody>
</table>
the weight function in Eq. (3.2), $P_{22}$ and $P_{23}$ have the same $T_{FTL}$, $T_{SPCL}$ and the absolute value of $T_{STT}$.

However, after introducing the weight function, we have markedly different values, which are listed in Table 3.3. As plotted in Fig. 3.6(c)(d), the latest $R^{(t_i)}$ of $P_{22}$ is larger than the one of $P_{23}$, which is proven by $T_{FTL_{22}} = 0.5299 > 0.3971$ (refer to $T_{FTL_{22}}$ and $T_{FTL_{23}}$ in Table 3.4) $> T_{FTL_{23}} = 0.2734$ in Table 3.3 and Table 3.4. Similarly, $T_{STT_{22}} = 0.0049 > 0.0041 > |T_{STT_{23}}| = 0.0037$ proves that $P_{22}$ is becoming better and $P_{23}$ is turning worse. Meanwhile, as $T_{SPCL_{22}} = 0.8661 < 0.9126 < T_{SPCL_{23}} = 0.9731$, it proves that $P_{22}$ is turning less consistent and $P_{23}$ is becoming more consistent.

So we can see that with the weight function in Eq. (3.2), the service trust rating history can be described more precisely.

3.1.5.4 Experiment 4 on Trust Vector

Until now we have considered only one time interval in all cases. In order to evaluate the trust history of service trust ratings better, multiple time intervals may have to be introduced, where each interval corresponds to the trust trend with a high $T_{SPCL}$ value. There are four cases in this experiment. The computed results are listed in Table 3.5. The best fit straight line for each case with one service provider is plotted in Fig. 3.7.

With the $T_{STT}$ in Table 3.5, according to the properties introduced in Section 3.1.3, we can determine the typical cases of $STT$ listed in Table 3.5. It is easy to see that the trust ratings in each time interval have absolutely consistent $SPCL$ (i.e. a high $T_{SPCL}$ value).

From the above results, we can see that in the case of a dynamic trust trend, proper multiple time intervals should be determined so as to describe the transaction history better, which will be our focus in Section 4.2.
3.2 Fuzzy Regression Based Trust Prediction

3.2.1 Background on Fuzzy Regression

In SOC environments, the service provider usually provides the QoS values before a transaction, which are the advertised QoS values, and then receives the aggregated rating value in $[0, 1]$ about the delivered QoS values after the transaction. Such a rating of the delivered service is assumed to be able to indicate the success possibility or trustworthiness of the transaction. Therefore, this rating of the delivered service can be taken as a trust value. Assuming both the service providers and service clients are honest, if the transaction history data and the newly advertised QoS values are already known, the rating of the forthcoming delivered service can be predicted, since the rating of the delivered service is inherently related to the corresponding existing advertised QoS values prior to the forthcoming transaction.

For example, at eBay we plan to buy a new battery for HP pavilion dv2000 and
dv6000 laptops\textsuperscript{2}. First of all, we focus on the transaction history and try to find out whether the seller is trustworthy. Before each transaction, the seller provides the product’s price, shipping price, delivery time and all other QoS values. After the transaction, the buyer gives a feedback rating about the transaction quality. If a function between the advertised QoS values and the rating of the delivered service can be determined, then with the new QoS values (such as: Price US $58.75; Shipping US $10.95 and so on) the forthcoming rating can be predicted. That is very useful and important important to receive before the transaction.

Regression analysis \cite{33} is a statistical technique for modeling and investigating the relationship between two or more variables. For example, here regression analysis can be used to build up a model that represents the rating of the delivered service as a function of a set of advertised QoS values. This model can then be used to predict the rating of the forthcoming delivered service with a new set of advertised QoS values.

In the classical regression method, a set of parameters of an unknown function $f(x, \omega)$ can be estimated by making measurements of the function with an error at any

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
 & $T_{FTL}$ & $T_{STT}$ & $T_{SPCL}$ & \\
\hline
Fig. 3.7(a) & 0.5107 & -0.0062 & dropping & 0.9590 \[0, 58\] \\
& 0.4998 & 0.0044 & up-going & 0.9663 \[58, 100\] \\
\hline
Fig. 3.7(b) & 0.5842 & 0.0065 & up-going & 0.9534 \[0, 56\] \\
& 0.6646 & -0.0032 & dropping & 0.9615 \[56, 100\] \\
\hline
Fig. 3.7(c) & 0.4159 & 0.0102 & up-going & 0.9545 \[0, 40\] \\
& 0.4717 & -0.0047 & dropping & 0.9683 \[40, 70\] \\
& 0.6246 & 0.0126 & up-going & 0.9655 \[70, 100\] \\
\hline
Fig. 3.7(d) & 0.6477 & -0.0116 & dropping & 0.9622 \[0, 40\] \\
& 0.5206 & 0.0022 & up-going & 0.9649 \[40, 70\] \\
& 0.3449 & -0.0120 & dropping & 0.9567 \[70, 100\] \\
\hline
\end{tabular}
\caption{Experiment 4 on Trust Vector results}
\end{table}

\footnotesize{\textsuperscript{2}http://cgi.ebay.com/NEW-Battery-for-Hp-pavilion-dv2000-dv6000-V6000-12-cell0
QQitemZ370143793214QQcmdZViewItemQQptZLH_DefaultDomain_0?hash=_Wit
em370143793214&_trksid=p3286.c0.m14&_trkparms=72%3A1234%7C66%3A2%7C65%3A12%7C39%3A1%7C240%3A1308%7C301%3A1%7C293%3A1%7C294%3A50}
point $x_i$:

$$y_i = f(x_i, \omega) + \epsilon_i,$$  

(3.29)

where the error $\epsilon_i$ is independent of $x_i$ and is distributed according to a known density $p_\omega(\epsilon)$. Based on the observed data sample $S = \{(x_i, y_i), i = 1, 2, \ldots, n\}$, the likelihood is given by:

$$P(S|\omega) = \prod_{i=1}^{n} \ln p_\omega(y_i - f(x_i, \omega)).$$  

(3.30)

Assuming that the error is normally distributed with mean 0 and variance $\delta^2$ [59], the likelihood is given by:

$$P(S|\omega) = -\frac{1}{2\delta^2} \sum_{i=1}^{n} (y_i - f(x_i, \omega))^2 - n \ln(\sqrt{2\pi\delta})$$  

(3.31)

Maximizing the likelihood in Eq. (3.31) is equivalent to minimizing

$$E(\omega) = \frac{1}{n} \sum_{i=1}^{n} (y_i - f(x_i, \omega))^2,$$  

(3.32)

which is in fact the same as the estimation by the method of least squares. Namely, the regression line is estimated such that the sum of squares of the deviations between the observations and the regression line is minimized.

In classical regression analysis, the deviations between the observed and estimated data are assumed to be due to random errors. However, frequently these deviations are caused by the indefinite structure of the system, by imprecise observations or by human subjective judgement [66], which makes it necessary to introduce fuzzy regression.

Fuzzy regression can be quite useful in estimating the relationships among variables where the available data are very limited and imprecise, and variables are interacting in an uncertain, qualitative, and fuzzy way. Thus, it has considerably practical applications in many management and engineering problems.

Particularly, it is reported that the uncertainty in a system can be due to several
reasons [66]:

- The high complexity of the environment, which necessitates the adaptation of abstraction (granulation of information) for generalization purposes.

- The influence of human subjective judgement in the decision process or the involvement of human-machine interactions.

- Partially available information, due to miss-recording or inaccurate measurements.

The trust terms in service-oriented environments come with uncertainty as they are derived from the human subjective judgement - one of the above reasons. Therefore, fuzzy regression is useful to deal with trust in service-oriented environments.

### 3.2.2 Fuzzy Regression Model Parameters

Prior to presenting the fuzzy regression model in detail, some definitions about the parameters of the model should be introduced.

#### 3.2.2.1 Membership Function

The fuzzy number mentioned in this chapter is \( \tilde{A}(\alpha, C) \) with the following membership function [37],

\[
\mu_{\tilde{A}}(x) = \begin{cases} 
1 - \frac{|x-\alpha|}{C}, & |x-\alpha| \leq C, \\
0, & \text{otherwise}, \\
1, & x = \alpha, \\
0, & \text{otherwise},
\end{cases} \quad C > 0,
\]

\[\mu_{\tilde{A}}(x) = \begin{cases} 
1, & x = \alpha, \\
0, & \text{otherwise},
\end{cases} \quad C = 0. \tag{3.33}\]

According to Eq. (3.33), it is easy to prove that \( \lambda \tilde{A} \) is fuzzy number \( \tilde{A}(\lambda \alpha, |\lambda|C) \) and \( \tilde{A}_1 + \tilde{A}_2 \) is fuzzy number \( \tilde{A}(\alpha_1 + \alpha_2, C_1 + C_2) \). So if

\[
\tilde{T}_i^* = \tilde{A}_0 + q_{i1}\tilde{A}_1 + \ldots + q_{in}\tilde{A}_n, \tag{3.34}
\]
then $\tilde{T}_i^* \text{ is the fuzzy number}$

$$
\tilde{T}_i^*(\alpha_0 + \sum_{j=1}^{n} q_{ij}\alpha_j, C_0 + \sum_{j=1}^{n} |q_{ij}|C_j).
$$

(3.35)

### 3.2.2.2 Goodness-of-fit

**Definition 7:** Let $A, B$ be the fuzzy sets in real space $\mathbb{R}$, then

$$
h = \bigvee_{x \in \mathbb{R}} \{\mu_{\tilde{A}}(x) \land \mu_{\tilde{B}}(x)\}
$$

(3.36)

is the **goodness-of-fit** from $A$ to $B$.

In fact, the goodness-of-fit is defined as the inner product here. According to Definition 7, the goodness-of-fit from fuzzy number $\tilde{A}(\alpha_1, C_1)$ to fuzzy number $\tilde{B}(\alpha_2, C_2)$ is

$$
h = \begin{cases} 
1 - \frac{\|\alpha_1 - \alpha_2\|}{C_1 + C_2}, & |\alpha_1 - \alpha_2| \leq C_1 + C_2, \\
0, & \text{otherwise},
\end{cases}
$$

(3.37)

Hence, the goodness-of-fit $h_i$ from $\tilde{T}_i(T_i, e_i)$ to $\tilde{T}_i^*(\alpha_0 + \sum_{j=1}^{n} q_{ij}\alpha_j, C_0 + \sum_{j=1}^{n} |q_{ij}|C_j)$ in Eq. (3.35) is

$$
h_i = \begin{cases} 
1 - \frac{|T_i - (\alpha_0 + \sum_{j=1}^{n} q_{ij}\alpha_j)|}{C_0 + \sum_{j=1}^{n} |q_{ij}|C_j + e_i}, & |T_i - (\alpha_0 + \sum_{j=1}^{n} q_{ij}\alpha_j)| \leq C_0 + \sum_{j=1}^{n} |q_{ij}|C_j + e_i, \\
0, & \text{otherwise},
\end{cases}
$$

(3.38)

### 3.2.2.3 Fuzziness

**Definition 8:** Let $\tilde{A}(\alpha, C)$ be the fuzzy number, then the **fuzziness** [48] of $\tilde{A}$ is

$$
S_{\tilde{A}} = \frac{1}{2} C.
$$

(3.39)

The fuzziness measures how fuzzy, vague or unclear the fuzzy set is. According to
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Definition 8, the fuzziness of $\tilde{T}_i^*$ in Eq. (3.34) is

$$S_{\tilde{T}_i^*} = \frac{1}{2}(C_0 + \sum_{j=1}^{n} |q_{ij}|C_j).$$  \hspace{1cm} (3.40)

3.2.3 Fuzzy Regression Methodology

Let the sample data be

$$q_{11}, q_{12}, \ldots, q_{1n}; T_1$$

$$q_{21}, q_{22}, \ldots, q_{2n}; T_2$$

$$\ldots$$

$$q_{m1}, q_{m2}, \ldots, q_{mn}; T_m$$

where $q_{11}, q_{12}, \ldots, q_{mn}$ are the advertised QoS values at time $i$, which are the input data. $T_i$ is the corresponding rating of the delivered service, which is the output data, and $i = 1, 2, \ldots, m$.

As there may be no established relation between the input and the output, in order to dovetail the model nicely with the real application the output is transformed into fuzzification, which makes the fuzzy output $\tilde{T}_i$ be fuzzy number $\tilde{T}_i(T_i, e_i)$, where $e_i$ depends on the application environment. In this chapter, the relation between the input and the output is estimated by the fuzzy linear regression as follows.

The corresponding general fuzzy linear regression model is

$$\tilde{T}_i^* = \tilde{A}_0 + q_{i1}\tilde{A}_1 + \ldots + q_{in}\tilde{A}_n,$$  \hspace{1cm} (3.42)

where $\tilde{A}_j$ is fuzzy number $\tilde{A}_j(\alpha_j, C_j)$, which has the membership function in Eq. (3.33), and $\tilde{T}_i^*$ is the fuzzy number defined in Eq. (3.35).

For parameters estimation, when the goodness-of-fit $h_i$ is large enough, we try to minimize the fuzziness

$$\max_{1 \leq i \leq m} \left\{ \frac{1}{2}(C_0 + \sum_{j=1}^{n} |q_{ij}|C_j) \right\}$$  \hspace{1cm} (3.43)

to estimate $\alpha_0, \alpha_1, \ldots, \alpha_n$ and $C_0, C_1, \ldots, C_n$. 
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Since

\[
\max_{1 \leq i \leq m} \left\{ \frac{1}{2} (C_0 + \sum_{j=1}^{n} \left| q_{ij} \right| C_j) \right\} \leq \frac{1}{2} C_0 + \frac{1}{2} \sum_{j=1}^{n} \left( \max_{1 \leq i \leq m} \left| q_{ij} \right| \right),
\]

(3.44)

parameters estimation is transformed to linear programming

\[
\min S = W_0 C_0 + W_1 C_1 + \ldots + W_n C_n,
\]

(3.45)

such that

\[
h_i > H, \quad i = 1, 2, \ldots, m,
\]

(3.46)

\[
C_j \geq 0, \quad j = 0, 1, \ldots, n,
\]

(3.47)

where \( H \) is established at the beginning, and

\[
W_0 = \frac{1}{\sum_{k=1}^{n} \left( \max_{1 \leq i \leq m} \left| q_{ik} \right| \right)},
\]

(3.48)

\[
W_j = \frac{\max_{1 \leq i \leq m} \left| q_{ij} \right|}{\sum_{k=1}^{n} \left( \max_{1 \leq i \leq m} \left| q_{ik} \right| \right)}.
\]

(3.49)

From Eq. (3.38), the above multiple linear programming problem is

\[
\min S = \sum_{j=1}^{n} W_j C_j
\]

(3.50)

such that

\[
\alpha_0 + \sum_{j=1}^{n} q_{ij} \alpha_j + (1 - H)(C_0 + \sum_{j=1}^{n} |q_{ij}| C_j) \geq T_i - (1 - H)e_i, \quad i = 1, 2, \ldots, m
\]

(3.51)

\[
\alpha_0 + \sum_{j=1}^{n} q_{ij} \alpha_j - (1 - H)(C_0 + \sum_{j=1}^{n} |q_{ij}| C_j) \leq T_i + (1 - H)e_i, \quad i = 1, 2, \ldots, m
\]

(3.52)

\[
C_j \geq 0, \quad j = 1, 2, \ldots, n
\]

(3.53)

From the linear programming above, the parameters can be estimated. Hence, the
prediction model is
\[
\tilde{T}^* = \tilde{A}_0 + q_1 \tilde{A}_1 + \ldots + q_n \tilde{A}_n,
\]
and the center of \( \tilde{T}_i^* \) is
\[
T_i^* = \alpha_0 + \sum_{j=1}^{n} q_{ij} \alpha_j.
\]

Based on existing advertised QoS values and the rating of the delivered service, the fuzzy regression line can be obtained with Eq. (3.54). With the obtained fuzzy regression line and new advertised QoS values \( \{q_{m+1, 1}, q_{m+1, 2}, \ldots, q_{m+1, n}\} \), the rating of the forthcoming delivered service can be predicted as
\[
T_{m+1}^* = \alpha_0 + \sum_{j=1}^{n} q_{m+1, j} \alpha_j.
\]

This is valuable for the decision-making of service clients prior to transactions.

### 3.2.4 Fuzzy Regression Based Service Trust Vector

In Section 3.1 [51], only a single variable is considered. However, in this section, multiple variables are introduced, which generates a multi-variable fuzzy linear regression. It is easy to introduce the weight in Eq. (3.2) without complexity. Therefore, for the sake of simplicity, we omit the weight function in this section. Based on the results in Section 3.2.3, FTL, STT and SPCL are redefined as follows.

**Definition 9:** The FTL value can be calculated as:
\[
T_{FTL} = \frac{\sum_{i=1}^{m} T_i}{m},
\]
where \( T_i \) is the trust value at time \( i (i = 1, 2, \ldots, m) \).

**Definition 10:** The STT value can be evaluated by the parameters of the first order of Eq. (3.54), i.e.
\[
T_{STT} = \sum_{j=1}^{n} \alpha_j.
\]
Definition 11: The SPCL value can be evaluated by the goodness-of-fit, which is defined in Eq. (3.38), i.e.

\[ T_{SPCL} = \sum_{i=1}^{m} \frac{h_i}{m}, \]  

(3.59)

where \( h_i \) is defined in Eq. (3.38).

Hence, the definition of the service trust vector is as follows.

Definition 12: The service trust vector \( \bar{T} \) consists of the FTL value \( T_{FTL} \), the STT value \( T_{STT} \), and the SPCL value \( T_{SPCL} \)

\[ \bar{T} = < T_{FTL}, T_{STT}, T_{SPCL} >, \]  

(3.60)

where \( T_{FTL} \) is defined in Eq. (3.57), \( T_{STT} \) is decided by Eq. (3.58), and \( T_{SPCL} \) is defined in Eq. (3.59).

Moreover, with trust vectors, all service providers form a partial order set. Given two service providers \( P_i, P_j \) with service trust vectors \( \bar{T}_i = < T_{FTL_i}, T_{STT_i}, T_{SPCL_i} >, \) and \( \bar{T}_j = < T_{FTL_j}, T_{STT_j}, T_{SPCL_j} > \) respectively, they are comparable in the following cases:

Property 8: If \( T_{STT_i} = T_{STT_j}, T_{SPCL_i} = T_{SPCL_j}, \) and \( T_{FTL_i} < T_{FTL_j}, \) \( P_j \) is preferable. We denote it as \( P_j > P_i \) or \( P_i < P_j \).

Property 9: If \( T_{FTL_i} = T_{FTL_j}, T_{SPCL_i} = T_{SPCL_j}, \) and \( T_{STT_i} < T_{STT_j}, \) \( P_j \) is preferable. This is denoted as \( P_j > P_i \) or \( P_i < P_j \).

Property 10: If \( T_{FTL_i} = T_{FTL_j}, T_{STT_i} = T_{STT_j}, \) and \( T_{SPCL_i} < T_{SPCL_j}, \) \( P_j \) is preferable. We denote it as \( P_j > P_i \) or \( P_i < P_j \).

In Section 3.1 [51], a regression line is built up to indicate the service trust level, based on the time variable and the service rating values. In contrast to the previous work in Section 3.1, in this section the fuzzy regression line is determined in multiple dimensional space, which consists of multiple independent variable axes of advertised QoS values and one dependent variable axis of the rating of the delivered service.
3.2.5 Experiments on Fuzzy Regression Based Trust Prediction

In this section, we illustrate the results of conducted simulations to study the proposed service trust vector approach, and explain why the service trust vector is necessary and important. In addition, we explain why we adopt the fuzzy regression in this work.

3.2.5.1 Experiment 1 on Fuzzy Regression Based Trust Prediction

In this experiment, we conduct an experiment with six cases to illustrate why the trust vector is necessary and important. Here we only take one QoS value, which is the time, in order to illustrate the fuzzy regression method in a two dimensional figure. We set $H = 0.6$ and $e = [0.01 0.01 \ldots 0.01]_{1 \times 100}$. The computed results are listed in Table 3.6, and the center of the regression line for each service provider in this experiment
Table 3.6: Experiment 1 on Fuzzy Regression Based Trust Prediction results

<table>
<thead>
<tr>
<th></th>
<th>$T_{FTL}$</th>
<th>$T_{STT}$</th>
<th>$T_{SPCL}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{24}$</td>
<td>0.6096</td>
<td>0.0040</td>
<td>0.8760</td>
</tr>
<tr>
<td>$P_{25}$</td>
<td>0.6092</td>
<td>0.0036</td>
<td>0.8562</td>
</tr>
<tr>
<td>$P_{26}$</td>
<td>0.6027</td>
<td>-0.0023</td>
<td>0.8846</td>
</tr>
<tr>
<td>$P_{27}$</td>
<td>0.6104</td>
<td>-0.0031</td>
<td>0.8556</td>
</tr>
<tr>
<td>$P_{28}$</td>
<td>0.6057</td>
<td>0.0005</td>
<td>0.8640</td>
</tr>
<tr>
<td>$P_{29}$</td>
<td>0.6131</td>
<td>-0.0008</td>
<td>0.8474</td>
</tr>
</tbody>
</table>

is plotted in Fig. 3.8.

In each case, as plotted in Fig. 3.8, there is one service provider. According to Table 3.6, all six cases have almost the same $T_{FTL}$, but different $T_{STT}$ or $T_{SPCL}$. Meanwhile, we can conclude that $P_{24} > P_{25}$, $P_{24} > P_{26}$, $P_{25} > P_{27}$, $P_{26} > P_{27}$, $P_{28} > P_{26}$, $P_{28} > P_{29}$, and $P_{29} > P_{27}$. Namely, with solo $FTL$, it is not likely to depict the trust history exactly and compare service providers well.

Therefore, in this experiment, we can notice that the trust vector including $T_{FTL}$, $T_{STT}$ and $T_{SPCL}$ can describe the history of trust data more precisely than the solo $FTL$.

3.2.5.2 Experiment 2 on Fuzzy Regression Based Trust Prediction

In this experiment, we apply our model to predict the feedback of a learner’s experience of a teacher at Macquarie University\(^3\), Sydney, Australia. Table 3.7 illustrates an example of the feedback of a learner’s experience\(^4\) of the same teacher in a course between 2005 and 2008, obtained from the Centre for Professional Development\(^5\) at Macquarie University. The questionnaire is designed to collect students’ feedback on a teacher’s teaching quality. Questions 1 to 11 are based on generic attributes of teaching quality, such as: communicated clearly, enthusiasm, good learning atmosphere, constructive feedback etc, which can be taken as QoS values. Question 12 is “I would

\(^3\)http://www.mq.edu.au/
\(^4\)http://www.mq.edu.au/learningandteachingcentre/for_staff/teaching_eval/let.htm
\(^5\)http://www.cpd.mq.edu.au/
Figure 3.9: Feedback of a learner’s experience of the same teacher in a course between 2005 and 2008 from the Centre for Professional Development at Macquarie University

recommend a unit taught by this teacher to other students”, which can be considered as the overall quality value. These values are illustrated in Fig. 3.9.

Therefore, a fuzzy regression model can be built up to describe the relation between the input, i.e. the time and the feedback to Questions 1-11, and the output, i.e. the feedback to Question 12. In addition, the fuzzy regression model parameters are determined by the data from 2005 to 2007. Based on the fuzzy regression model, with the input QoS data of 2008, the corresponding output is then predicted. Compared with the feedback to Question 12, the goodness-of-fit result can be obtained.

Let $H = 0.6$ and $e_i = 0.1$, and Eq. (3.50) becomes

\[ S = 0.01962C_0 + 0.05886C_1 + 0.08829C_2 + 0.08829C_3 + 0.08476C_4 \]
\[ + 0.08476C_5 + 0.07514C_6 + 0.08397C_7 + 0.08613C_8 + 0.08417C_9 \]
\[ + 0.09182C_{10} + 0.08711C_{11} + 0.08672C_{12} \]  

(3.61)

(3.62)

(3.63)
Table 3.7: Feedback of a learner’s experience of a teacher for a course taken between 2005 and 2008 from Centre for Professional Development in Macquarie University

<table>
<thead>
<tr>
<th>Year</th>
<th>QoS_1</th>
<th>QoS_2</th>
<th>QoS_3</th>
<th>QoS_4</th>
<th>QoS_5</th>
<th>QoS_6</th>
<th>QoS_7</th>
<th>QoS_8</th>
<th>QoS_9</th>
<th>QoS_10</th>
<th>Overall rating</th>
<th>Number of respondents</th>
</tr>
</thead>
<tbody>
<tr>
<td>2005</td>
<td>4.28</td>
<td>4.39</td>
<td>4.06</td>
<td>4.03</td>
<td>3.83</td>
<td>4.28</td>
<td>4.00</td>
<td>3.89</td>
<td>4.11</td>
<td>4.11</td>
<td>4.42</td>
<td>4.14</td>
</tr>
<tr>
<td>2007</td>
<td>3.92</td>
<td>4.31</td>
<td>4.08</td>
<td>4.31</td>
<td>3.75</td>
<td>4.12</td>
<td>4.23</td>
<td>3.88</td>
<td>4.27</td>
<td>4.19</td>
<td>4.35</td>
<td>4.00</td>
</tr>
<tr>
<td>2008</td>
<td>4.56</td>
<td>4.56</td>
<td>4.20</td>
<td>3.88</td>
<td>4.31</td>
<td>4.50</td>
<td>4.25</td>
<td>3.34</td>
<td>4.19</td>
<td>4.44</td>
<td>4.63</td>
<td>4.31</td>
</tr>
</tbody>
</table>

From the linear programming, the fuzzy regression model is

\[ \tilde{T}_i^* = \tilde{A}_0 + q_{i1}\tilde{A}_1 + \ldots + q_{in}\tilde{A}_n, \]  

(3.64)

where

\[ \mu_{\tilde{A}_0}(x) = \begin{cases} 1, & x = -0.1036, \\ 0, & x \neq -0.1036, \end{cases} \]  

(3.65)

\[ \mu_{\tilde{A}_1}(x) = \begin{cases} 1, & x = -0.03569, \\ 0, & x \neq -0.03569, \end{cases} \]  

(3.66)

\[ \mu_{\tilde{A}_2}(x) = \begin{cases} 1, & x = 0.2128, \\ 0, & x \neq 0.2128, \end{cases} \]  

(3.67)

\[ \mu_{\tilde{A}_3}(x) = \begin{cases} 1, & x = -0.1469, \\ 0, & x \neq -0.1469, \end{cases} \]  

(3.68)

\[ \mu_{\tilde{A}_4}(x) = \begin{cases} 1, & x = 0.07865, \\ 0, & x \neq 0.07865, \end{cases} \]  

(3.69)

\[ \mu_{\tilde{A}_5}(x) = \begin{cases} 1, & x = 0.2084, \\ 0, & x \neq 0.2084, \end{cases} \]  

(3.70)
§3.2  Fuzzy Regression Based Trust Prediction

Table 3.8: Goodness-of-fit results in Experiment 2 on Fuzzy Regression Based Trust Prediction

<table>
<thead>
<tr>
<th>Year</th>
<th>Original rating</th>
<th>Prediction rating</th>
<th>Error percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>2008</td>
<td>4.31</td>
<td>4.1418</td>
<td>3.9030%</td>
</tr>
</tbody>
</table>

\[
\begin{align*}
\mu_{\tilde{A}_0}(x) &= \begin{cases} 
1, & x = -0.1315, \\
0, & x \neq -0.1315,
\end{cases} 
(3.71) \\
\mu_{\tilde{A}_7}(x) &= \begin{cases} 
1, & x = -0.06863, \\
0, & x \neq -0.06863, 
\end{cases} 
(3.72) \\
\mu_{\tilde{A}_8}(x) &= \begin{cases} 
1, & x = 0.1396, \\
0, & x \neq 0.1396, 
\end{cases} 
(3.73) \\
\mu_{\tilde{A}_9}(x) &= \begin{cases} 
1, & x = 0.2033, \\
0, & x \neq 0.2033, 
\end{cases} 
(3.74) \\
\mu_{\tilde{A}_{10}}(x) &= \begin{cases} 
1, & x = 0.01623, \\
0, & x \neq 0.01623, 
\end{cases} 
(3.75) \\
\mu_{\tilde{A}_{11}}(x) &= \begin{cases} 
1, & x = 0.1504, \\
0, & x \neq 0.1504, 
\end{cases} 
(3.76) \\
\mu_{\tilde{A}_{12}}(x) &= \begin{cases} 
1, & x = 0.3659, \\
0, & x \neq 0.3659, 
\end{cases} 
(3.77)
\]

From Eq. (3.64), the corresponding goodness-of-fit results are listed in Table 3.8 with an error percentage of 3.9030%. Obviously, we can see that the fuzzy regression model predicts well. With the data from more years, the prediction will become more accurate.
3.3 Conclusions

In Section 3.1 of this chapter, we propose a trust vector approach to service-oriented applications, which includes final trust level (FTL), service trust trend (STT), and service performance consistency level (SPCL). Corresponding STT and SPCL evaluation methods are also proposed. From our analytical and empirical experiments, we can see that the proposed approach can depict trust history more precisely than exiting single trust value approaches. It offers more information to service clients for their decision-making in the selection of trustworthy service providers.

In addition, in Section 3.2, a fuzzy regression based trust vector approach is proposed. From our analytical and empirical experiments, we can see that the proposed fuzzy regression based trust vector approach can depict the trust level with more indications than exiting single trust value approaches, and predict the trustworthiness of a forthcoming transaction with its advertised QoS values and transaction history.
Two Dimensional Trust Rating
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In the literature, in most existing trust evaluation models [19, 44, 82, 85, 88, 90, 95, 102], a single final trust level (FTL) is computed to reflect the general or global trust level of a service provider accumulated in a certain time period (e.g. in the latest 6 months). This FTL may be presumably taken as a prediction of trustworthiness for forthcoming transactions. Single trust value approaches are easily adopted in trust-oriented service comparison and selection. However, a single trust value cannot preserve the trust features well, e.g. whether and how the trust trend changes. Alternatively, a complete set of trust ratings can serve this purpose, but it is usually a large data set as it should cover a long service period. A good option is to compute a small data set to present a large set of trust ratings and preserve its trust features well.

In Chapter 3, we propose a trust vector with three values, including final trust level (FTL), service trust trend (STT) and service performance consistency level (SPCL), to depict a set of trust ratings. In addition to FTL, the service trust trend indicates whether the service trust ratings are becoming worse or better. STT is obtained from the slope of a regression line that best fits the set of ratings \( \{R(t_i) | R(t_i) \in [0, 1], t_i \in [t_1, t_n]\} \) distributed over a time interval \([t_1, t_n]\). The service performance consistency level indicates the extent to which the computed STT fits the given set of trust ratings.

A computed service trust vector proposed in Chapter 3 is meaningful only if the SPCL value is high, which indicates that all the ratings distributed in the time in-
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terval are very close to the computed regression line. Only in such a situation can the STT represent the trend of service trust changes very well. Assuming there is a two-dimensional diagram with time $t$ as the x-axis and rating value $R$ as the y-axis, $R(t_i)$ represents the trust rating at $t_i$. Given a large set of trust ratings $\{R(t_i)\}$, if the trust trend changes greatly in the whole time interval $[t_{start}, t_{end}]$ ($t_i \in [t_{start}, t_{end}]$), $[t_{start}, t_{end}]$ should be divided into multiple time intervals, each of which corresponds to a subset of ratings that can be represented by one trust vector with a high $SPCL$ value. Thus, as all the service trust vectors cross multiple time intervals from $t_{start}$ to $t_{end}$, we term the trust vector computation process and the multiple time intervals (MTI) analysis the horizontal aggregation of trust ratings. This task requires efficient algorithms that can determine MTI. Meanwhile, the set of computed time intervals is expected to be the minimal.

Furthermore, we assume that there is a large amount of transactions for each service provider in the whole time interval $[t_{start}, t_{end}]$. Thus, if we process the ratings of all transactions occurring at different times separately, it will lead to too many trust vectors. Hence, in this chapter, we take $t_i$ as a small time period (e.g. a day) and propose a vertical rating aggregation approach to aggregate all the ratings $\{r_j(t_i)\}$ for the services delivered during the same small time period $t_i$. We use $R(t_i)$ to denote the aggregated rating at $t_i$. As time $t$ is the horizontal axis and all ratings $\{r_j(t_i)\}$ vertically distribute at the same small time period $t_i$, this computation process is termed the vertical aggregation of trust ratings.

With all the vertically aggregated ratings $\{R(t_i)\}$, $R(t_i)$ is the vertical aggregation of all ratings at time $t_i$, $t_i \in [t_{start}, t_{end}]$, we then apply the horizontal aggregation of trust ratings and obtain multiple trust vectors. Consequently, with both vertical and horizontal rating aggregations, a small set of trust vectors can represent a large set of trust ratings for a long service transaction history while the trust features can be highly preserved.

In this chapter, our contributions can be briefly summarized as follows.
1. For the vertical aggregation of trust ratings, we propose a Gaussian distribution based analysis method and a clustering based analysis method. The former applies to cases where all ratings conform to the Gaussian distribution, whereas the latter applies if the condition does not hold. In addition, we also propose an approach to evaluate service rating reputation that can be incorporated with the above two methods to generate more objective results.

2. For the horizontal aggregation of trust ratings, we propose five multiple time interval (MTI) algorithms for generating multiple trust vectors (i.e. multiple time intervals) from a large set of trust ratings: boundary included greedy MTI algorithm, bisection-based boundary excluded greedy MTI algorithm, boundary included optimal MTI algorithm, boundary excluded optimal MTI algorithm and boundary mixed optimal MTI algorithm. The difference between the boundary excluded MTI algorithm and the boundary included MTI algorithm is that in the computed MTI, two adjacent time intervals can or can not have common boundaries. When we study the properties of our proposed algorithms both analytically and empirically, the following conclusions can be obtained.

(a) The boundary included greedy MTI algorithm is to include as many ratings as possible in one time interval under the condition of included boundary, and it may not return the minimal set of MTI.

(b) The bisection-based boundary excluded greedy MTI algorithm consumes much less CPU time than any other four MTI algorithms. However, it may not return the minimal set of MTI.

(c) The boundary included optimal MTI algorithm can return the minimal set of boundary included MTI.

(d) The boundary excluded optimal MTI algorithm can return the minimal set of boundary excluded MTI.

(e) The boundary mixed optimal MTI algorithm returns a minimal set of bound-
ary mixed MTI. This set is no larger than the set returned by any of the other four MTI algorithms.

(f) With any of our proposed algorithms, a small set of data can represent well a large set of trust ratings with well preserved trust features.

3. With our proposed vertical aggregation approach and horizontal aggregation approach, a small set of values can represent well a large set of trust ratings with well preserved trust features. This is significant for large-scale trust rating transmission and trust evaluation.

This chapter is organized as follows. Section 4.1 presents the vertical rating aggregation approach. In Section 4.2, two greedy and three optimal multiple time intervals analysis algorithms are proposed, and our analytical and empirical studies illustrate the effectiveness and efficiency of our proposed algorithms. Finally Section 4.3 concludes our work in this chapter.

4.1 Vertical Trust Rating Aggregation

In this section, we introduce our proposed vertical rating aggregation approach, which aggregates the ratings \( \{ r^{(t_i)}_j \}_{j=1, \ldots, m} \) for the services delivered at a small time period \( t_i \) (e.g. a day) to a single trust value \( R^{(t_i)} \).

4.1.1 Vertical Aggregation without Service Rating Reputation

In order to aggregate the ratings \( \{ r^{(t_i)}_j \} \) vertically, we first consider the distribution of these ratings given by different clients. Let \( \bar{r}^{(t_i)} \) denote the rating that would ideally represent the trust level of the service delivered at the time period \( t_i \). If most clients are honest, then their ratings are close to \( \bar{r}^{(t_i)} \). Raters of these ratings are taken as belonging to the mainstream. Thus, each rating with a clear distance to \( \bar{r}^{(t_i)} \) is taken as marginal. As pointed out in cognitive science, in the process of decision-making,
cognitive and personal preference is usually needed to be taken into account [47]. One of the most commonly existing cognitive preferences is a willingness to believe what we have been told most often and by the greatest number of different sources [47]. Following this principle of cognitive science, marginal ratings can be identified and discarded. If we can determine the upper control limit $R_{\text{u}}(t_i)$ and the lower control limit $R_{\text{l}}(t_i)$ properly, marginal ratings out side of the range $[R_{\text{l}}(t_i), R_{\text{u}}(t_i)]$ can be filtered out. Then, an aggregated rating $R(t_i)$ can be derived from the remaining ratings in $[R_{\text{l}}(t_i), R_{\text{u}}(t_i)]$ and taken as the estimation of $\bar{r}(t_i)$.

In this section, we propose a Gaussian distribution based analysis method and a Clustering based analysis method to compute the aggregated rating $R(t_i)$ in different situations.

### 4.1.1.1 Gaussian distribution based analysis method

As illustrated in [35], if all service clients give feedback after transactions, the provided ratings conform to the Gaussian distribution. A complete set of honest ratings can be collected based on honest-feedback-incentive mechanisms [42, 43]. Therefore, the computation method introduced in this subsection applies to cases where the ratings given for the services delivered at $t_i$ can approximately conform to the Gaussian distribution. In order to determine if ratings conform to the Gaussian distribution, we adopt the formal goodness-of-fit testing procedure based on the chi-square distribution [33]. If ratings do not conform to the Gaussian distribution, we will adopt our clustering based analysis method for vertical aggregation.

If ratings conform to the Gaussian distribution, according to the empirical rule in statistics [33], about 95.45% values in the Gaussian distribution are within $[\mu - 2\sigma, \mu + 2\sigma]$ where $\sigma$ is the standard deviation and $\mu$ is the mean. Hence, based on the control chart in the statistical quality control [33], we can adopt $\mu + 2\sigma$ as the upper control limit $R_{\text{u}}(t_i)$ and $\mu - 2\sigma$ as the lower control limit $R_{\text{l}}(t_i)$.

**Definition 13:** Based on unbiased estimation [33], the centerline $R_{\text{c}}(t_i)$, the upper control limit $R_{\text{u}}(t_i)$ and the lower control limit $R_{\text{l}}(t_i)$ of trust ratings for the services delivered
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at the small time period $t_i$ are defined in sequence as follows:

$$R_{c}^{(t_i)} = \frac{1}{m} \sum_{j=1}^{m} r_{j}^{(t_i)},$$  \hspace{1cm} (4.1)

$$R_{u}^{(t_i)} = R_{c}^{(t_i)} + 2 \sqrt{\frac{\sum_{j=1}^{m} (r_{j}^{(t_i)} - R_{c}^{(t_i)})^2}{m - 1}},$$  \hspace{1cm} (4.2)

$$R_{l}^{(t_i)} = R_{c}^{(t_i)} - 2 \sqrt{\frac{\sum_{j=1}^{m} (r_{j}^{(t_i)} - R_{c}^{(t_i)})^2}{m - 1}},$$  \hspace{1cm} (4.3)

where $r_{j}^{(t_i)} \in [0, 1]$ is the trust rating from client $j$ ($j = 1, \ldots, m$) for a service delivered at time $t_i$ ($i = 1, \ldots, n$).

The trust ratings out of the range $[R_{l}^{(t_i)}, R_{u}^{(t_i)}]$ are therefore taken as marginal ratings.

**Definition 14:** If there are $m'$ trust ratings $\{r_{k}^{(t_i)'}\}$ in the range of $[R_{l}^{(t_i)}, R_{u}^{(t_i)}]$, the vertically aggregated rating $R^{(t_i)}$ can be calculated by

$$R^{(t_i)} = \frac{1}{m'} \sum_{k=1}^{m'} r_{k}^{(t_i)}.$$  \hspace{1cm} (4.4)

### 4.1.1.2 Clustering based analysis method

If ratings do not conform to the Gaussian distribution, the clustering based analysis method will be applied.

In this method, we adopt the hierarchical clustering method [31], which creates a hierarchical cluster of the given data set by either clustering from one cluster or $n_r$ clusters ($n_r$ is the size of the data set) until all clusters become stable. In order to determine marginal rating clusters, the *divisive hierarchical clustering approach* [31] is selected, which starts the decomposition from one cluster.

Before presenting the divisive hierarchical clustering approach, we first introduce some definitions.
Definition 15: The relative rating density from \( r_{h}^{(t_i)} \) to \( r_{j}^{(t_i)} \) at the small time period \( t_i \) is

\[
D_r^{(t_i)}(r_{h}^{(t_i)}, r_{j}^{(t_i)}) = \frac{\sum_{r_{k}^{(t_i)} < r_{h}^{(t_i)}} f_{re}(r_{k}^{(t_i)})}{r_{j}^{(t_i)} - r_{h}^{(t_i)}}, \tag{4.5}
\]

where \( r_{h}^{(t_i)} \) and \( r_{j}^{(t_i)} \) (\( r_{h}^{(t_i)} < r_{j}^{(t_i)} \)) are ratings, and \( f_{re}(r_{k}^{(t_i)}) \) is the frequency of \( r_{k}^{(t_i)} \).

Definition 16: The marginal rating percentage at the small time period \( t_i \) is

\[
P_{marginal}^{(t_i)} = \frac{n_{marginal}^{(t_i)}}{n_{total}^{(t_i)}}, \tag{4.6}
\]

where \( n_{marginal}^{(t_i)} \) is the number of marginal ratings for the services delivered at the small time period \( t_i \) and \( n_{total}^{(t_i)} \) is the total number of ratings for the services delivered at the small time period \( t_i \).

The divisive hierarchical clustering approach works as follows. Initially, all the ratings are placed in one cluster, and the centerline \( R_{c}^{(t_i)} \) is calculated with all ratings by Eq. (4.1). Then the cluster is split according to relative rating density in the cluster. This process repeats until \( D_r^{(t_i)} \) or \( P_{marginal}^{(t_i)} \) reaches the corresponding threshold (such as \( D_r^{(t_i)} = 0.10 \) and \( P_{marginal}^{(t_i)} = 0.10 \)). All ratings that are not in the centered cluster are taken as marginal ratings. In the centered cluster, the two boundary ratings are taken as \( R_{l}^{(t_i)} \) and \( R_{u}^{(t_i)} \). With all ratings in \( [R_{l}^{(t_i)}, R_{u}^{(t_i)}] \), the vertically aggregated rating \( R^{(t_i)} \) can be computed according to Eq. (4.4).

### 4.1.2 Vertical Aggregation with Service Rating Reputation (SRR)

The client’s rating reputation is important for estimating the ideal rating \( \bar{r}^{(t_i)} \). This reputation can be evaluated with the distance from the client’s rating to \( R^{(t_i)} \). Obviously, the smaller the distance, the better the service rating reputation (SRR). With the SRR of all ratings, \( R^{(t_i)} \) can be recalculated. This leads to an iterative process until all computed values become stable.
4.1.2.1 Service Rating Reputation (SRR) Evaluation

The calculation of SRR follows Principle 1 in Section 3.1.1, which appears in a number of studies [51, 59, 92, 102].

**Definition 17:** $V_{SRR}^{(t_1)}$, the SRR value for client $j$ from $t_1$ to $t_i$, can be calculated as follows:

$$
V_{SRR}^{(t_1)} = \frac{\sum_{k=1}^{i} w_{t_k} \cdot R_{SRR}^{(t_k)}}{\sum_{k=1}^{i} w_{t_k}}, \quad (4.7)
$$

where $R_{SRR}^{(t_k)}$ is the SRR value for client $j$ at the small time period $t_k$ ($k = 1, \ldots, i$), and $w_{t_k}$ is the weight for $R_{SRR}^{(t_k)}$, which can be calculated as the exponential moving average [33] and defined in Eq. (3.2).

In addition, because the smaller the distance between a rating for a client and the estimation of $\bar{r}_{j}^{(t_i)}$, the bigger and better the SRR and vice versa, a principle about the $R_{SRR}^{(t_i)}$ evaluation is introduced as follows.

**Principle 3:** $R_{SRR}^{(t_i)}$, the SRR value for client $j$ at the small time period $t_i$ ($i = 1, \ldots, n$), is a monotonically decreasing function of the distance

$$
r_{j}^{(t_i)}_{\text{dis}} = |r_{j}^{(t_i)} - R_{c}^{(t_i)}'|, \quad (4.8)
$$

where $r_{j}^{(t_i)}$ is the trust rating from client $j$ for the service delivered at the small time period $t_i$ and $R_{c}^{(t_i)}'$ is the weighted average of $r_{j}^{(t_i)}$.

According to Principle 3, $R_{SRR}^{(t_i)}$ can be calculated by the following formula.

**Definition 18:** $R_{SRR}^{(t_i)}$, the SRR value for client $j$ at the small time period $t_i$ ($i = 1, \ldots, n$), can be evaluated as

$$
R_{SRR}^{(t_i)} = \begin{cases} 
1 - 2^{2m_0 - 1} \left( \frac{r_{j}^{(t_i)}_{\text{dis}}}{\gamma} \right)^{2m_0} & \text{if } 0 \leq r_{j}^{(t_i)}_{\text{dis}} \leq \frac{\gamma}{2}, \\
2^{2m_0 - 1} \left( \frac{r_{j}^{(t_i)}_{\text{dis}}}{\gamma} - 1 \right)^{2m_0} & \text{if } \frac{\gamma}{2} < r_{j}^{(t_i)}_{\text{dis}} \leq \gamma,
\end{cases} \quad (4.9)
$$

where $\gamma = \max r_{j}^{(t_i)}_{\text{dis}}$, and $m_0$ is the argument to control the function curve.
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When setting \( m_0 = 1, 2 \) or 3, the changes of the function curve in Eq. (4.9) are depicted in Fig. 4.1. It is easy to see that in all cases \( R^{(t_i)}_{SRR_j} \) is the monotonically decreasing function of \( r^{(t_i)}_{j_{dis}} \), which follows Principle 3.

4.1.2.2 Vertical Aggregation of Trust Ratings

With \( SRR \) taken into account, we should refine the Gaussian distribution based analysis method and the clustering based analysis method.

**Definition 19:** Based on the weighted unbiased estimation [33], the centerline \( R^{(t_i)'}_c \), the upper control limit \( R^{(t_i)'}_u \) and the lower control limit \( R^{(t_i)'}_l \) can be calculated in sequence as follows:

\[
R^{(t_i)'}_c = \frac{\sum_{j=1}^{n} V^{(t_i)}_{SRR_j} \cdot r^{(t_i)}_j}{\sum_{j=1}^{n} V^{(t_i)}_{SRR_j}}, \quad (4.10)
\]

\[
R^{(t_i)'}_u = R^{(t_i)'}_c + 2 \sqrt{\frac{\sum_{j=1}^{n} V^{(t_i)}_{SRR_j} \cdot (r^{(t_i)}_j - R^{(t_i)'}_c)^2}{\sum_{j=1}^{n} V^{(t_i)}_{SRR_j} - 1}}, \quad (4.11)
\]
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\[ R_{t_i}^{(t_i)'l} = R_{c_r}^{(t_i)'} - 2 \sqrt{\frac{\sum_{j=1}^{n} V_{SRR_j}^{(t_i)} \cdot (r_{j}^{(t_i)} - R_{c_r}^{(t_i)'l})^2}{\sum_{j=1}^{n} V_{SRR_j}^{(t_i)} - 1}}, \quad (4.12) \]

where \( r_{j}^{(t_i)} \) is the trust rating from client \( j \) for the service delivered at the small time period \( t_i \) \((i = 1, \ldots, n)\), and \( V_{SRR_j}^{(t_i)} \) is the service rating reputation (SRR) value for client \( j \) defined in Eq. (4.7).

**Definition 20:** If there are \( m'' \) trust ratings \( \{r_{k}^{(t_i)''}\} \) in the range of \([R_{l}^{(t_i)'l}, R_{u}^{(t_i)'u}]\) and \( R_{SRR_k}^{(t_i)} > \epsilon_{SRR} \), the vertically aggregated rating \( R_{l}^{(t_i)'l} \) can be defined as

\[ R_{l}^{(t_i)'l} = \frac{\sum_{k=1}^{m''} V_{SRR_k}^{(t_i)} \cdot r_{k}^{(t_i)''}}{\sum_{k=1}^{m''} V_{SRR_k}^{(t_i)}}, \quad (4.13) \]

where \( R_{u}^{(t_i)'u} \) is the upper control limit defined in Eq. (4.11), \( R_{l}^{(t_i)'l} \) is the lower control limit defined in Eq. (4.12) and \( \epsilon_{SRR} \) (\( \epsilon_{SRR} \in [0, 1] \)) is a threshold.

As for the clustering based analysis method, all the processes are the same as the method introduced in Section 4.1.1.2 except that SRR is added in computation.

In order to evaluate the SRR, the centerline \( R_{c_r}^{(t_i)'} \) should be known. However, from Eq. (4.10), \( V_{SRR_j}^{(t_i)} \) is necessary for determining \( R_{c_r}^{(t_i)'} \). Therefore, it is an iterative process to compute \( R_{c_r}^{(t_i)'} \) and \( V_{SRR_j}^{(t_i)} \).

Here we take the Gaussian distribution based analysis method as an example to illustrate the iterative vertical rating aggregation process in Algorithm 1. Obviously, the iterative process is similar in the vertical rating aggregation on top of the clustering based analysis method.

In summary, the main difference between the vertically aggregated rating evaluation introduced in Section 4.1.1 and the one introduced in this subsection is that the latter approach takes SRR into account, which leads to more objective results.
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Algorithm 1  Vertical rating aggregation algorithm

Input: trust ratings \( r_j^{(t_i)} \), an arbitrary small positive number \( \epsilon_0 \) (such as 0.0001).

Output: \( V_{SRR_j}^{(t_i)} \), \( R_{SRR_j}^{(t_i)} \).

1: Initialize \( R_{SRR_j}^{(t_i)} \) by Eq. (4.9);
2: \( r_{ia1} \leftarrow 0; \)
3: \( r_{ia2} \leftarrow 0; \)
4: while \( \max |r_{ia1} - r_{ia2}| > \epsilon_0 \) do
5: \( r_{ia2} \leftarrow r_{ia1}; \)
6: compute \( V_{SRR_j}^{(t_i)} \) with \( R_{SRR_j}^{(t_i)} \) by Eq. (4.7);
7: compute \( r_{ia1} \) by Eq. (4.10);
8: compute \( R_{SRR_j}^{(t_i)} \) by Eq. (4.9);
9: end while
10: \( R_{SRR_j}^{(t_i)}' \leftarrow r_{ia1}; \)
11: compute \( R_{SRR_j}^{(t_i)}' \) by Eq. (4.11);
12: compute \( R_{SRR_j}^{(t_i)}' \) by Eq. (4.12);
13: compute \( R_{SRR_j}^{(t_i)}' \) by Eq. (4.13);
14: return \( V_{SRR_j}^{(t_i)} \), \( R_{SRR_j}^{(t_i)}' \);

4.1.3  Experiment on Vertical Rating Aggregation

In this experiment, we introduce an example to illustrate our vertical rating aggregation approach. There are 20 service providers who obtain trust ratings for services delivered in the time interval \([t_1, t_{30}]\). The trust ratings \( \{r_j^{(t_i)}|r_j^{(t_i)} \in [0, 1] \} \) for the service delivered at time \( t_i \) from provider \( j \)} for 20 service providers are plotted in Fig. 4.2.

Case 1: In this case, we apply the vertical rating aggregation approach introduced in Section 4.1.1 without considering any service rating reputation (SRR). For each rating set, we first check if all the ratings conform to the Gaussian distribution hypothesis by applying the goodness-of-fit test procedure [33]. If the Gaussian distribution hypothesis holds, \( R_{SRR_j}^{(t_i)} \), \( R_{SRR_j}^{(t_i)}' \) and \( R_{SRR_j}^{(t_i)}'' \) are computed with Eqs. (4.1), (4.2) and (4.3) respectively. If the Gaussian distribution hypothesis does not hold, then the clustering based analysis method is applied.

Taking the rating set at the small time period \( t_{10} \) (see Fig. 4.2) as an example, the
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Figure 4.2: Service rating values in Experiment on Vertical Rating Aggregation

Figure 4.3: Rating frequency at $t_{10}$ in Experiment on Vertical Rating Aggregation
corresponding histogram of ratings and frequency is plotted in Fig. 4.3. With the relative rating density threshold $\epsilon_{RRD} = 0.06$, the centered cluster is $[0.25, 0.75]$, whose $P_{marginal}$ is no more than the marginal rating percentage threshold $\epsilon_{MRP} = 0.10$. Based on this cluster, we have $R^{(t_{10})} = 0.4526$. Thus, the ratings out of $[0.25, 0.75]$ are identified as marginal ratings.

In Fig. 4.4, there are 30 small time periods (i.e. $\forall t_i, 1 \leq i \leq 30$). For each rating set $\{r_j^{(t_i)}\}$, $R_u^{(t_i)}$ and $R_l^{(t_i)}$ are computed by using either the Gaussian distribution based analysis method or the clustering based analysis method. The obtained values are plotted by the error bars in Fig. 4.4(a).

By applying the STT & SPCL evaluations, the trust vector is computed as listed in Table 4.1. The corresponding regression line is plotted in Fig. 4.4(b) together with 30 vertically aggregated ratings.

**Case 2:** In this case, we study vertical rating aggregation with service rating reputa-
Table 4.1: Trust vectors in Experiment on Vertical Rating Aggregation

<table>
<thead>
<tr>
<th>Case</th>
<th>$T_{FTL}$</th>
<th>$T_{STT}$</th>
<th>$T_{SPCL}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1 (without SRR)</td>
<td>0.4906</td>
<td>0.0055</td>
<td>0.9344</td>
</tr>
<tr>
<td>Case 2 (with SRR)</td>
<td>0.4617</td>
<td>0.0039</td>
<td>0.9697</td>
</tr>
</tbody>
</table>

By applying the STT & SPCL evaluations with the service rating reputation threshold $\epsilon_{SRR} = 0.5$, the trust vector is computed as listed in Table 4.1. The corresponding regression line is plotted in Fig. 4.4(d) together with 30 vertically aggregated ratings.

Compared with the curve of the vertically aggregated ratings $\{R^{(t_i)}\}$ in Case 1 as plotted in Fig. 4.4(a), the curve of $\{R^{(t_i)}\}$ in Case 2 as plotted in Fig. 4.4(c) is smoother. This is because SRR is the accumulated rating reputation and it glues the ratings in two adjacent small time periods (i.e. $t_i$ and $t_{i+1}$). Therefore, $T_{SPCL}$ in Case 2 is greater than that in Case 1 (see Table 4.1), indicating that the trust vector in Case 2 can represent the ratings better.

### 4.2 Multiple Time Intervals (MTI) Analysis

A single trust vector with three values can represent the ratings in a given time interval $[t_1, t_n]$ well if its $SPCL$ value is high (i.e. 0.9 or more). However, when the trust trend significantly changes in $[t_1, t_n]$, though a single trust vector can be computed, the $SPCL$ value will be low, indicating that the obtained trust vector or regression line can not represent all ratings precisely. In such a case, in order to represent all trust ratings well, multiple intervals in $[t_1, t_n]$ should be determined, within each of which one trust vector with a high $SPCL$ value can be obtained to represent the corresponding ratings well.
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For example, in Fig. 4.5, we can notice that all three cases are quite different from each other in terms of trust trend changes. If only one trust vector is computed in each case, all three cases have approximately the same $T_{FTL}$, $T_{STT}$, and $T_{SPCL}$. However, in each case, most points have clear distances to the obtained regression line. This leads to a low $SPCL$ value, indicating that the obtained single trust vector (or regression line) cannot represent all trust ratings well. Instead, in each case, the whole time interval can be divided into multiple time intervals (i.e. 2 time intervals in Fig. 4.5(d) & (e), and 4 time intervals in Fig. 4.5(f)). In each sub-time interval, one trust vector (or a regression line) with a high $SPCL$ value can represent all corresponding ratings well.

4.2.1 Boundaries of MTI

In order to determine multiple time intervals, we first need to study the boundaries of time intervals. For example, in Fig. 4.6(b), $t = 1$ and $t = 2$ are the time interval boundaries $[1, 2]$. In multiple time intervals analysis, there are two types of boundaries as follows.
Included boundary: Two adjacent time intervals have the same boundaries. For example, in Fig. 4.6(b), boundary $t = 2$ is included in both time interval $[1, 2]$ and time interval $[2, 9]$.

Excluded boundary: The boundary of a time interval is excluded from adjacent time intervals. For example, in Fig. 4.6(c), boundary $t = 2$ of time interval $[1, 2]$ is excluded from adjacent time interval $[3, 4]$, and boundary $t = 3$ of time interval $[3, 4]$ is also excluded from the adjacent time interval $[1, 2]$.

With these two types of boundaries, we can have three kinds of MTI algorithms as follows, which determine the multiple time intervals of a given set of ratings.

Boundary included MTI algorithm: Adjacent time intervals determined by such an algorithm have a common boundary, i.e. the included boundary (see Fig. 4.6(b)).

Boundary excluded MTI algorithm: Adjacent time intervals computed by such an algorithm have no common boundary, i.e. boundaries of MTI are excluded (see...
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Boundary mixed MTI algorithm: Both included boundaries and excluded boundaries may appear in the adjacent time intervals computed by such an algorithm (see Fig. 4.6(d)).

For example, there are some ratings plotted in Fig. 4.6(a). With a boundary included MTI algorithm, we can assume to have 2 time intervals $[1, 2]$ and $[2, 9]$ with an included boundary, which are depicted in Fig. 4.6(b). In contrast, with a boundary excluded MTI algorithm, we can have 3 time intervals $[1, 2], [3, 4]$ and $[5, 9]$ with excluded boundaries, which are depicted in Fig. 4.6(c). However, with a boundary mixed MTI algorithm, we can have 3 time intervals $[1, 3], [4, 6]$ and $[6, 9]$, which are depicted in Fig. 4.6(d). Here $t = 3$ and $t = 4$ are excluded boundaries while $t = 6$ is an included boundary.

In this section, we first propose a boundary included greedy MTI algorithm, a bisection-based boundary excluded greedy MTI algorithm, a boundary included optimal MTI algorithm and a boundary excluded optimal MTI algorithm for MTI analysis. Then we further develop a boundary mixed optimal MTI algorithm that can return a minimal set of MTI, which is no larger than the set returned by any of the other four algorithms.

4.2.2 Boundary Included Greedy MTI Algorithm

By including as many ratings as possible in one time interval under the condition of included boundary, the boundary included greedy MTI algorithm (Algorithm 2) works as follows.

Step 1: Take $(t_1, R^{(t_1)})$ as the starting point and $(t_n, R^{(t_n)})$ as the initial ending point (lines 1–3 in Algorithm 2).

a) If $T_{SPCL}^{[t_1, t_n]} \geq \epsilon_{MTI}$, the regression line starts from $(t_1, R^{(t_1)})$ and ends at $(t_n, R^{(t_n)})$ (line 4);
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b) otherwise, \((t_{n-1}, R(t_{n-1}))\) is taken as the ending point for checking if \(T_{SPCL}^{[t_1, t_{n-1}]} \geq \epsilon_{MTI}\) and so forth. Thus, the first ending point \((t_i, R(t_i))\) \((i \in [2, n])\) can be determined so that \(T_{SPCL}^{[t_1, t_i]} \geq \epsilon_{MTI}\). By doing so, the obtained regression line is the longest one staring from \((t_1, R(t_1))\) (lines 5–7).

**Step 2:** Take \((t_i, R(t_i))\) as the new staring point and \((t_n, R(t_n))\) as the ending point. Repeat the process introduced in Step 1 so that a regression line can be drawn from \((t_i, R(t_i))\) to \((t_j, R(t_j))\) \((j \in [i + 1, n])\) satisfying \(T_{SPCL}^{[t_i, t_j]} \geq \epsilon_{MTI}\) (lines 4–13).

**Step 3:** Repeat Step 2 until the last regression line reaches point \((t_n, R(t_n))\).

**Algorithm 2** Boundary Included Greedy MTI algorithm

**Input:** trust ratings \(R(t_i)\),
the given time interval \([t_1, t_n]\),
the threshold \(\epsilon_{MTI}\) of \(T_{SPCL}\) (such as 0.9).

**Output:** the boundary set \([t_{lb_j}, t_{rb_j}]\) of MTI.

1: \(j \leftarrow 1;\)
2: left time boundary \(t_{lb_j} \leftarrow t_1;\)
3: right time boundary \(t_{rb_j} \leftarrow t_n;\)
4: while \(T_{SPCL}^{[t_{lb_j}, t_{rb_j}]} < \epsilon_{MTI}\) do
5: while \(T_{SPCL}^{[t_{lb_j}, t_{rb_j}]} < \epsilon_{MTI}\) do
6: \(t_{rb_j} \leftarrow t_{rb_j} - 1;\)
7: end while
8: if \(t_{rb_j} \neq t_n\) then
9: \(j \leftarrow j + 1;\)
10: \(t_{lb_j} \leftarrow t_{rb_j} - 1;\)
11: \(t_{rb_j} \leftarrow t_n;\)
12: end if
13: end while
14: return \([t_{lb_j}, t_{rb_j}]\);
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4.2.3 Bisection-based Boundary Excluded Greedy MTI Algorithm

Take \((t_1, R^{(t_1)})\) as the starting point and \((t_n, R^{(t_n)})\) as the ending point. If \(T_{SPCL}^{[t_1, t_n]} \geq \epsilon_{MTI}\), the regression line starts from \((t_1, R^{(t_1)})\) and ends at \((t_n, R^{(t_n)})\); otherwise, we need an MTI algorithm which can return a set of MTI.

Now let us focus on the function \(T_{SPCL}^{[t_1, t]}\) in Eq. (3.15), analyze its properties and determine the MTI. We introduce some theorems below to generalize these properties, which are also depicted in Fig. 4.7.

Lemma 1: \(\forall i \in [1, n - 1],\)

\[
T_{SPCL}^{[t_i, t_{i+1}]} = 1. \tag{4.14}
\]
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Proof: As there are only two data points \((t_i, R(t_i))\) and \((t_{i+1}, R(t_{i+1}))\) in time interval \([t_i, t_{i+1}]\), both of them lie on the corresponding regression line from \((t_i, R(t_i))\) to \((t_{i+1}, R(t_{i+1}))\). The straight line from \((t_j, R(t_j))\) to \((t_{i+1}, R(t_{i+1}))\) is the regression line. Hence, following Eq. (3.15), we have \(T_{SPCL}^{[t_i,t_{i+1}]} = 1\).

When \(i = 1\), following Lemma 1, we have \(T_{SPCL}^{[t_1,t_2]} = 1\). This confirms the fact that all the \(T_{SPCL}^{[t_i,t]}\) functions \((t \geq t_2)\) in Fig. 4.7(b)(d)(f)(h) start from 1.

Theorem 1: With \(1 \leq i < j < k \leq n\), \(\forall \epsilon_{MTI} \in (0, 1)\), if

\[
\left( T_{SPCL}^{[t_i,t_j]} - \epsilon_{MTI} \right) \left( T_{SPCL}^{[t_i,t_k]} - \epsilon_{MTI} \right) < 0,
\]

then \(T_{SPCL}^{[t_i,t]} = \epsilon_{MTI}\) has at least one root in time interval \([t_j, t_k]\).

Proof: As \(T_{SPCL}^{[t_i,t]}\) is a continuous function of variable \(t\), according to the intermediate value theorem in mathematical analysis [75], the condition in Eq. (4.15) implies that \(T_{SPCL}^{[t_i,t]} = \epsilon_{MTI}\) has at least one root in the interval \([t_j, t_k]\).

Take the function \(T_{SPCL}^{[t_1,t]}\) in Fig. 4.7(f) as an example. With \(\epsilon_{MTI} = 0.9\), we have \(T_{SPCL}^{[t_1,t_{40}]} > 0.9\) and \(T_{SPCL}^{[t_1,t_{80}]} < 0.9\), i.e. \((T_{SPCL}^{[t_1,t_{40}]} - 0.9)(T_{SPCL}^{[t_1,t_{80}]} - 0.9) < 0\). In addition, we can observe that \(T_{SPCL}^{[t_1,t]} = 0.9\) has a root in time interval \([40, 80]\), which confirms Theorem 1 empirically.

Theorem 2: With \(1 \leq i < j \leq n\), \(\forall \epsilon_{MTI} \in (0, 1)\), if \(T_{SPCL}^{[t_i,t_j]} < \epsilon_{MTI}\), then \(T_{SPCL}^{[t_i,t]} = \epsilon_{MTI}\) has at least one root in time interval \([t_{i+1}, t_j]\).

Proof: Following Lemma 1, we know \(T_{SPCL}^{[t_i,t_{i+1}]} = 1 > \epsilon_{MTI}\). In addition, with \(T_{SPCL}^{[t_i,t_j]} < \epsilon_{MTI}\), we have \((T_{SPCL}^{[t_i,t_{i+1}]} - \epsilon_{MTI})(T_{SPCL}^{[t_i,t_j]} - \epsilon_{MTI}) < 0\). Then, following Theorem 1, we can know that \(T_{SPCL}^{[t_i,t]} = \epsilon_{MTI}\) has at least one root in time interval \([t_{i+1}, t_j]\).

In Fig. 4.7, with \(\epsilon_{MTI} = 0.9\), for each case we have \(T_{SPCL}^{[t_1,t]} < 0.9\). In addition, we can observe that for each case, \(T_{SPCL}^{[t_1,t]} = 0.9\) has at least one root in time interval \([t_1, t_{100}]\). This confirms Theorem 2 empirically.

Now let us introduce our bisection-based boundary excluded greedy MTI algorithm in detail. Let \(t_{lb_i}\) denote the left boundary of the \(i\)th time interval, and let \(t_{rb_i}\)
denote the right boundary of the $i$th time interval. In this algorithm, in order to determine the first time interval $[t_{lb1}, t_{rb1}]$ ($t_{lb1} = t_1$), we need to find the maximal right time boundary $t_{rb1}$ satisfying $T_{SPCL}^{[t_{lb1}, t_{rb1}]} \geq \epsilon_{MTI}$. If the root $t^*$ of $T_{SPCL}^{[t_{lb1}, t_{rb1}]} = \epsilon_{MTI}$ can be obtained, we round down $t^*$ and let $t_{rb1} = \lfloor t^* \rfloor$ (e.g. if $t^* = 63.25$, then $t_{rb1} = \lfloor 63.25 \rfloor = 63$). Then set $t_{lb2} = t_{rb1} + 1$ (i.e. if $t_{rb1} = 63$, then $t_{lb2} = 64$), and repeat the above process until the last time interval reaches $t_n$. Thus, all MTI can be determined.

Now the task is to find the root of equation $T_{SPCL}^{[t_{lb1}, t_{rb1}]} = \epsilon_{MTI}$. Our method is to repeatedly bisect the time interval that contains a root of $T_{SPCL}^{[t_{lb1}, t_{rb1}]} = \epsilon_{MTI}$, until a subinterval can be selected which is smaller than 1. Let us explain this bisection process in detail with an example depicted in Fig. 4.7(f). With $\epsilon_{MTI} = 0.9$, as $T_{SPCL}^{[t_{lb1}, t_{rb1}]} < 0.9$, according to Theorem 2, $T_{SPCL}^{[t_{lb1}, t_{rb1}]} = \epsilon_{MTI}$ has a root in time interval $[t_2, t_{100}]$. By bisecting time interval $[t_2, t_{100}]$, with midpoint $t_{51}$, we have $T_{SPCL}^{[t_{lb1}, t_{51}]} > 0.9$. Thus, according to Theorem 1, $T_{SPCL}^{[t_{lb1}, t_{51}]} = \epsilon_{MTI}$ has a root in time interval $[t_{51}, t_{100}]$. By bisecting time interval $[t_{51}, t_{100}]$ at midpoint $t_{75.5}$, we can obtain $T_{SPCL}^{[t_{51}, t_{75.5}]} < 0.9$. According to Theorem 1, $T_{SPCL}^{[t_{51}, t_{75.5}]} = \epsilon_{MTI}$ has a root in time interval $[t_{51}, t_{75.5}]$. We repeatedly bisect the time interval containing a root of $T_{SPCL}^{[t_{lb1}, t_{rb1}]} = \epsilon_{MTI}$, until we obtain that $T_{SPCL}^{[t_{lb1}, t_{rb1}]} = \epsilon_{MTI}$ has a root in $[t_{63.25}, t_{64.0156}]$, where $64.0156 - 63.25 < 1$. Hence, the right boundary of the first time interval can be determined as $t_{rb1} = t_{63.25} = 63$. Now with the left boundary of the second time interval $t_{lb2} = t_{64}$, we can repeat the above process to determine the right boundary $t_{rb2}$ for the second regression line. The whole process terminates when $t_n$ is determined as the right boundary of a regression line (the last one).

The bisection-based boundary excluded greedy MTI algorithm (Algorithm 3) works as follows.

**Step 1:** Take $(t_1, R(t_1))$ as the starting point and $(t_n, R(t_n))$ as the initial ending point (lines 1-3 in Algorithm 3).

a) If $T_{SPCL}^{[t_1, t_n]} \geq \epsilon_{MTI}$, the regression line starts from $(t_1, R(t_1))$ and ends at $(t_n, R(t_n))$ (line 4);

b) otherwise, following Theorem 2, function $T_{SPCL}^{[t_1, t_n]} = \epsilon_{MTI}$ has a root in time
Algorithm 3 Bisection-based boundary excluded greedy MTI algorithm

Input: trust ratings $R^{(t)}$,  
the threshold $\epsilon_{MTI}$ of $T_{SPCL}$ (such as 0.9),  
the given time interval $[t_1, t_n]$. 

Output: the boundary set $t_b$ of MTI.

1: $j \Leftarrow 1$;  
2: left time boundary $t_{lb_j} \Leftarrow t_1$;  
3: right time boundary $t_{rb_j} \Leftarrow t_n$;  
4: while $T_{SPCL}^{[t_{lb_j}, t_{rb_j}]} < \epsilon_{MTI}$ do  
5: $t_{left} \Leftarrow t_{lb_j}$;  
6: $t_{right} \Leftarrow t_{rb_j}$;  
7: while $t_{right} - t_{left} > 1$ do  
8: $t_{mid} = \frac{t_{left} + t_{right}}{2}$;  
9: if $T_{SPCL}^{[t_{lb_j}, t_{mid}]} == \lambda$ then  
10: $t_{rb_j} \Leftarrow t_{mid}$;  
11: else if $T_{SPCL}^{[t_{lb_j}, t_{mid}]} > \lambda$ then  
12: $t_{left} \Leftarrow t_{mid}$;  
13: else  
14: $t_{right} \Leftarrow t_{mid}$;  
15: end if  
16: end while  
17: find $t_j^* < t_{left} < t_{right} < t_j^* + 1$, then let $t_j^* \Leftarrow \lfloor t_{left} \rfloor$ and $t_{rb_j} \Leftarrow t_j^*$;  
18: $j \Leftarrow j + 1$;  
19: $t_{lb_j} \Leftarrow t_{rb_{j-1}} + 1$;  
20: end while  
21: return $t_b \Leftarrow [t_{lb}^{T} \ t_{rb}^{T}]^{T}$;  

interval $[t_2, t_n]$. We initialize the left boundary $t_{left} \Leftarrow t_1$ and the right boundary $t_{right} \Leftarrow t_n$ (lines 5–6).

c) Time interval $[t_{left}, t_{right}]$ contains a root of $T_{SPCL}^{[t_1, t]} \epsilon_{MTI}$, and the midpoint of interval $[t_{left}, t_{right}]$ is $t_{mid} \Leftarrow \frac{t_{left} + t_{right}}{2}$ (line 8).

d) If $T_{SPCL}^{[t_1, t_{mid}]} = \epsilon_{MTI}$, the first time interval $[t_1, t_1]$ can be determined such that $t_1^* < t_{mid} < t_1^* + 1$ (lines 9–10).

e) If $T_{SPCL}^{[t_1, t_{mid}]} > \epsilon_{MTI}$, $T_{SPCL}^{[t_1, t]} = \epsilon_{MTI}$ has a root in the interval $[t_{mid}, t_n]$, and the left boundary $t_{left}$ is replaced by $t_{mid}$, i.e. $t_{left} \Leftarrow t_{mid}$ (lines 11–12);  
f) otherwise, $T_{SPCL}^{[t_1, t]} = \epsilon_{MTI}$ has a root in the interval $[t_1, t_{mid}]$, and the right
Multiple Time Intervals (MTI) Analysis

boundary $t_{right}$ is replaced by $t_{mid}$, i.e. $t_{right} \Leftarrow t_{mid}$ (lines 13–15).

g) Procedures c)-f) repeat until the first time interval $[t_{lb_1} \Leftarrow t_1, t_{rb_1} \Leftarrow t_1^*]$ can be determined such that $t_1^* < t_{left} < t_{right} < t_1^* + 1$ and $t_1^* \Leftarrow \lfloor t_{left} \rfloor$. The corresponding regression line is the longest one that starts from $(t_1, R(t_1))$ and satisfies $T_{SPCL}^{[t_1^*, t_1]} \geq \epsilon_{MTI}$ (lines 7–17).

Step 2: Take $(t_1^* + 1, R(t_1^* + 1))$ as the new starting point and $(t_n, R(t_n))$ as the ending point. The time interval $[t_{lb_2} \Leftarrow t_1^* + 1, t_{rb_2} \Leftarrow t_2^*] (t_2^* \in \left[ t_1^* + 1, t_n \right])$ can be determined following the same procedure introduced in Step 1, and a regression line can be drawn from $(t_1^* + 1, R(t_1^* + 1))$ to $(t_2^*, R(t_2^*))$ satisfying $T_{SPCL}^{[t_1^* + 1, t_2^*]} \geq \epsilon_{MTI}$ (lines 4–20).

Step 3: Repeat Step 2 until the last regression line reaches $(t_n, R(t_n))$.

The computation of $T_{SPCL}$ incurs a complexity of $O(n)$ (line 9), where $n$ is the number of data points, i.e. $n = |\{(t_i, R(t_i))\}|$. As it is contained in the bisection process ($O(n \log n)$) (lines 4–20), the bisection-based boundary excluded greedy MTI algorithm incurs a complexity of $O(n^2 \log n)$.

4.2.4 Boundary Included Optimal MTI Algorithm

As the above boundary included greedy MTI algorithm and bisection-based boundary excluded greedy MTI algorithm may not find the minimal set of time intervals, now we develop a boundary included optimal MTI algorithm, which can deliver the minimal set of boundary included regression lines.

In this optimal MTI algorithm, each point $(t_i, R(t_i))$ is taken as a vertex $v_i$ in a graph. There is a directed edge from $v_i$ to $v_j$ ($i < j$) of weight 1 if $T_{SPCL}^{[t_i, t_j]} \geq \epsilon_{MTI}$. Thus, the task to obtain a minimal set of MTI is converted to one to find the shortest path from $v_1$ (i.e. point $(t_1, R(t_1))$) to $v_n$ (i.e. point $(t_n, R(t_n))$). For this task, we extend Dijkstra’s shortest path algorithm [21], and the obtained shortest path from
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$v_1$ to $v_n$ corresponds to the minimum set of boundary included regression lines from $(t_1, R(t_1))$ to $(t_n, R(t_n))$.

The boundary included optimal MTI algorithm (Algorithm 4) works as follows.

**Step 1:** Take $(t_i, R(t_i))$ as vertex $v_i$. Initialize the adjacent matrix $M$ with $n$ vertices where the weight of the edge between $v_i$ and $v_j$ is $M_{i,j} \leftarrow 1$ if $T_{SPCL}^{[t_i,t_j]} \geq \epsilon$ ($i < j$, $i, j = 1, \ldots, n$); otherwise, $M_{i,j} \leftarrow \infty$ ($O(n^3)$) (lines 1-9 in Algorithm 4).

**Step 2:** Let $dis(v_i)$ denote the distance from $v_1$ to $v_i$. Initialize the distance $dis(v_i)$ for every vertex $v_i$ according to the adjacent matrix $M$ ($O(n)$) (lines 10-12).

**Step 3:** Mark all vertices as unvisited. Set $v_1$ as the current vertex, and mark it as visited ($O(n)$) (lines 13-14).

**Step 4:** For current vertex $v_i$, considering all the unvisited vertices with distance 1 to $v_i$, denoted as $\{v_k\}$, compute the distance $dis(v_k)$ respectively. If this computed $dis(v_k)$ is less than the previous recorded $dis(v_k)$, overwrite the recorded distance with the computed distance. If all vertices have been visited, go to Step 5. Otherwise, set the unvisited vertex $v_j$ with the smallest $dis(v_j)$ as the current vertex $v_i$, mark it as visited and go back to the beginning of Step 4. ($O((n + m) \log n)$, where $\sum_{v_i} \deg^-(v_i) = 2m$, $\deg^-(v_i)$ is the indegree of $v_i$) (lines 15-25).

**Step 5:** The recorded $dis(v_n)$ now is minimized, and the corresponding path from $v_1$ to $v_n$ is returned (lines 26-32).

Since $n^3$ dominates $m \log n$, the boundary included optimal MTI algorithm incurs a complexity of $O(n^3)$, where $n$ is the number of data points, i.e. $n = |\{(t_i, R(t_i))\}|$. 
Algorithm 4 Boundary Included Optimal MTI algorithm

**Input:** trust ratings $R(t_i)$,
- the threshold $\epsilon_{\text{MTI}}$ of $T_{\text{SPCL}}$ (such as 0.9),
- the given time interval $[t_1, t_n]$.

**Output:** the minimal boundary set $v_b$ of MTI.

1. for all $i \in [1, v_n]$ do
2.  for all $j \in [i, v_n]$ do
3.    if $T_{\text{SPCL}}^{[i,j]} \geq \epsilon_{\text{MTI}}$ then
4.      $M_{i,j} \leftarrow 1$
5.    else
6.      $M_{i,j} \leftarrow \infty$
7.    end if
8.  end for
9. end for
10. for all $v_i \in [v_1, v_n]$ do
11.   $\text{dis}(v_i) \leftarrow M_{v_1,v_i}$
12. end for
13. initialize vector $\text{unvisit} \Leftarrow \{v_1, v_2, \ldots, v_n\}$
14. let $u$ be $v_1$
15. while $\text{unvisit} \neq \emptyset$ do
16.   let $u$ be $v_i \in \text{unvisit}$ with the smallest $\text{dis}(v_i)$
17.   remove $u$ from $\text{unvisit}$
18.   for all $v_j$ with $M_{u,v_j} = 1$ do
19.      $\text{temp} \Leftarrow \text{dis}(u) + M_{u,v_j}$
20.      if $\text{temp} < \text{dis}(v_j)$ then
21.        $\text{dis}(v_j) \Leftarrow \text{temp}$
22.        $\text{previous}(v_j) \Leftarrow u$
23.    end if
24. end for
25. end while
26. $v_k \Leftarrow v_n$
27. $v_b \Leftarrow \emptyset$
28. while $\text{previous}(v_k) \neq v_1$ do
29.   $v_k \Leftarrow \text{previous}(v_k)$
30.   $v_b \Leftarrow v_b \cup v_k$
31. end while
32. return $v_b$

4.2.5 Boundary Excluded Optimal MTI Algorithm

In this section, we develop a boundary excluded optimal MTI algorithm, which can deliver the minimal set of boundary excluded regression lines.
In this optimal MTI algorithm, the task to obtain a minimal set of MTI is converted to one to find the shortest path from $v_1$ (i.e. point $(t_1, R(t_1))$) to $v_n$ (i.e. point $(t_n, R(t_n))$) with excluded boundaries, i.e. if there is a directed edge from $v_i$ to $v_j$ in the shortest path, the next edge in the path starts from $v_{j+1}$, not $v_j$. For this task, we extend Dijkstra’s shortest path algorithm [21] as follows.

In the boundary included optimal MTI algorithm, when dealing with the current vertex $v_i$, which changes from unvisited to visited, we need to update the distance from $v_1$ to every unvisited vertex with distance 1 to $v_i$.

In contrast, in the boundary excluded optimal MTI algorithm, when dealing with the current vertex $v_i$, we need to update the distance from $v_1$ to every unvisited vertex with distance 1 to $v_{i+1}$, not $v_i$. The obtained shortest path from $v_1$ to $v_n$ with excluded boundaries corresponds with the minimal set of boundary excluded regression lines from $(t_1, R(t_1))$ to $(t_n, R(t_n))$.

In this section, we introduce how our boundary excluded optimal MTI algorithm (Algorithm 5) works.

**Step 1:** Take $(t_i, R(t_i))$ as vertex $v_i$. Initialize the adjacent matrix $M$ with $n$ vertices where the weight of the edge between $v_i$ and $v_j$ is $M_{i,j} \leftarrow 1$ if $T_{SPCL}^{[t_i,t_j]} \geq \epsilon_{MTI}$ ($i < j$, $i, j = 1, \ldots, n$); otherwise, $M_{i,j} \leftarrow \infty$ ($O(n^3)$) (lines 1–9 in Algorithm 5).

**Step 2:** Let $dis(v_i)$ denote the distance from $v_1$ to $v_i$. Initialize the distance $dis(v_i)$ for every vertex $v_i$ according to the adjacent matrix $M$ ($O(n)$) (lines 10–12).

**Step 3:** Mark all vertices as unvisited. Set $v_1$ as the current vertex, and mark it as visited ($O(n)$) (lines 13–14).

**Step 4:** For current vertex $v_i$, considering all the unvisited vertices with distance 1 to its neighbors $v_{i+1}$, denoted as $\{v_k\}$, compute the distance $dis(v_k)$ respectively. If this computed $dis(v_k)$ is less than the previous recorded $dis(v_k)$, overwrite the
Algorithm 5 Boundary Excluded Optimal MTI algorithm

**Input:** trust ratings $R^{(t_i)}$, 
the threshold $\epsilon_{MTI}$ of $T_{SPCL}$ (such as 0.9), 
the given time interval $[t_1, t_n]$.

**Output:** the minimal boundary set $v_b$ of MTI.

1: for all $i \in [1, v_n]$ do
2:   for all $j \in [i, v_n]$ do
3:     if $T_{SPCL}^{[i,j]} \geq \epsilon_{MTI}$ then
4:       $M_{i,j} \leftarrow 1$;
5:     else
6:       $M_{i,j} \leftarrow \infty$;
7:     end if
8:   end for
9: end for
10: for all $v_i \in [v_1, v_n]$ do
11:   $dis(v_i) \leftarrow M_{v_1,v_i}$;
12: end for
13: initialize vector $unvisit \leftarrow \{v_1, v_2, \ldots, v_n\}$;
14: let $u$ be $v_1$;
15: while $unvisit \neq \emptyset$ do
16:   let $u$ be $v_i \in unvisit$ with the smallest $dis(v_i)$;
17:   remove $u$ from $unvisit$;
18:   for all $v_j$ with $M_{u+1,v_j} = 1$ do
19:     $temp \leftarrow dis(u) + M_{u+1,v_j}$;
20:     if $temp < dis(v_j)$ then
21:       $dis(v_j) \leftarrow temp$;
22:       $previous(v_j) \leftarrow u$;
23:     end if
24:   end for
25: end while
26: $v_k \leftarrow v_n$;
27: $v_b \leftarrow \emptyset$;
28: while $previous(v_b) \neq v_1$ do
29:   $v_k \leftarrow previous(v_k)$;
30:   $v_b \leftarrow v_b \cup v_k$;
31: end while
32: return $v_b$;

recorded distance with the computed distance. If all vertices have been visited, go to Step 5. Otherwise, set the unvisited vertex $v_j$ with the smallest $dis(v_j)$ as the current vertex $v_i$, mark it as visited and go back to the beginning of Step 4.
(O((n + m) log n), where $\sum_{v_i} \deg^-(v_i) = 2m$, $\deg^-(v_i)$ is the indegree of $v_i$) (lines 15–25).

**Step 5:** The recorded $\text{dis}(v_n)$ now is minimized, and the corresponding path from $v_1$ to $v_n$ is returned (lines 26–32).

Since $n^3$ dominates $m \log n$, the boundary excluded optimal MTI algorithm incurs a complexity of $O(n^3)$, where $n$ is the number of data points, i.e. $n = |\{(t_i, R(t_i))\}|$.

### 4.2.6 Boundary Mixed Optimal MTI Algorithm

Our empirical studies can demonstrate that both the boundary included optimal MTI algorithm and the boundary excluded optimal MTI algorithm can return the minimal set of MTI with constraints, namely, the boundaries are included or excluded in adjacent time intervals respectively. If there is no such constraint, there may exist a set of boundary mixed time intervals, which is no larger than the set returned by either the boundary included optimal MTI algorithm or the boundary excluded optimal MTI algorithm. This requires the use of a boundary mixed optimal MTI algorithm.

Let us briefly illustrate the difference between the boundary excluded optimal MTI algorithm and the boundary mixed optimal MTI algorithm.

1. In the boundary excluded optimal MTI algorithm, when dealing with the current vertex $v_i$, we need to update the distance from $v_1$ to every unvisited vertex with distance 1 to $v_{i+1}$.

2. In contrast, in the boundary mixed optimal MTI algorithm, when dealing with vertex the current $v_i$, we need to update the distance from $v_1$ to every unvisited vertex with distance 1 to $v_i$ or $v_{i+1}$.

The boundary mixed optimal MTI algorithm (Algorithm 6) works as follows.

**Step 1:** Take $(t_i, R(t_i))$ as vertex $v_i$. Initialize the adjacent matrix $M$ with $n$ vertices where the weight of the edge between $v_i$ and $v_j$ is $M_{ij} \Leftarrow 1$ if $T_{\text{SPCL}}^{[t_i,t_j]} \geq \epsilon_{\text{MTI}}$
Table 4.2: Complexity of MTI algorithms proposed in Section 4.2

<table>
<thead>
<tr>
<th>Algorithm Description</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>The boundary included greedy MTI algorithm</td>
<td>$O(n^3)$</td>
</tr>
<tr>
<td>The bisection-based boundary excluded greedy MTI algorithm</td>
<td>$O(n^2 \log n)$</td>
</tr>
<tr>
<td>The boundary included optimal MTI algorithm</td>
<td>$O(n^3)$</td>
</tr>
<tr>
<td>The boundary excluded optimal MTI algorithm</td>
<td>$O(n^3)$</td>
</tr>
<tr>
<td>The boundary mixed optimal MTI algorithm</td>
<td>$O(n^3)$</td>
</tr>
</tbody>
</table>

$(i < j, \ i, j = 1, \ldots, n)$; otherwise, $M_{i,j} \leftarrow \infty$ ($O(n^3)$) (lines 1–9 in Algorithm 6).

**Step 2:** Let $\text{dis}(v_i)$ denote the distance from $v_1$ to $v_i$. Initialize the distance $\text{dis}(v_i)$ for every vertex $v_i$ according to the adjacent matrix $M$ ($O(n)$) (lines 10–12).

**Step 3:** Mark all vertices as unvisited. Set $v_1$ as the current vertex, and mark it as visited ($O(n)$) (lines 13–14).

**Step 4:** For current vertex $v_i$, considering all the unvisited vertices with distance 1 to its neighbor $v_{i+1}$ or itself $v_i$, denoted as $\{v_k\}$, compute the distance $\text{dis}(v_k)$ respectively. If this computed $\text{dis}(v_k)$ is less than the previous recorded $\text{dis}(v_k)$, overwrite the recorded distance with the computed distance. If all vertices have been visited, go to Step 5. Otherwise, set the unvisited vertex $v_j$ with the smallest $\text{dis}(v_j)$ as the current vertex $v_i$, mark it as visited and go back to the beginning of Step 4. ($O((n + m) \log n)$, where $\sum_{v_i} \text{deg}^{-}(v_i) = 2m$, $\text{deg}^{-}(v_i)$ is the indegree of $v_i$) (lines 15–30).

**Step 5:** The recorded $\text{dis}(v_n)$ is now minimized, and the corresponding path from $v_1$ to $v_n$ is returned (lines 31–39).

Since $n^3$ dominates $m \log n$, the boundary mixed optimal MTI algorithm incurs a complexity of $O(n^3)$, where $n$ is the number of data points, i.e. $n = |\{(t_i, R^{(t_i)})\}|$. The complexity of the above five MTI algorithms is listed in Table 4.2.
Theorem 3: The boundary mixed optimal MTI algorithm returns the minimal set of boundary mixed time intervals.

Proof: Let $D(v_i, v_j)$ denote the distance from $v_i$ to $v_j$. In the boundary mixed optimal MTI algorithm, the following two conditions hold.

C1: The directed edge from $v_i$ to $v_j$ $(i < j)$ weights 1 only if $T_{SPCL}^{[t_i, t_j]} \geq \epsilon_{MTI}$, i.e. $D(v_i, v_j) = 1$; otherwise it weights infinite, i.e. $D(v_i, v_j) = \infty$.

C2: If there is a directed edge from $v_i$ to $v_j$ in the shortest path, 

(a) with included boundary, the next edge in the path starts from $v_j$, and $D(v_j, v_j) = 0$;

(b) with excluded boundary, the next edge in the path starts from $v_{j+1}$, not $v_j$, and $D(v_j, v_{j+1}) = 0$.

With these distances, in the boundary mixed optimal MTI algorithm, $D(v_1, v_n)$ is obtained from Dijkstra’s shortest path algorithm. $D(v_1, v_n)$ is then the minimal length which corresponds to the shortest path from $v_1$ to $v_n$. According to C1 & C2, a path from $v_1$ to $v_n$ corresponds with a set of regression lines from $v_1$ to $v_n$, i.e. a set of boundary mixed MTI. Hence, the boundary mixed optimal MTI algorithm returns the minimal set of boundary mixed MTI, and the number of MTI is $D(v_1, v_n)$.  

Similar to Theorem 3, we can prove that our proposed boundary included optimal MTI algorithm returns the minimal set of boundary included MTI, and our proposed boundary excluded optimal MTI algorithm returns the minimal set of boundary excluded MTI.

Theorem 4: The boundary mixed optimal MTI algorithm returns a set of MTI which is no larger than the set returned by either the boundary included optimal MTI algorithm or the boundary excluded optimal MTI algorithm.

Proof: In the boundary included optimal MTI algorithm, for vertex $v_i$, we need to update the distance from $v_1$ to every unvisited vertex (e.g. $v_j$) with distance 1 to $v_i$. 
The distance from \( v_1 \) to \( v_j \) is denoted as \( d_{v_j}^{(1)} \), and

\[
d_{v_j}^{(1)} = \min\{d_{v_j}^{(1)}, d_{v_i}^{(1)} + 1\}. \tag{4.16}
\]

In contrast, in the boundary excluded optimal MTI algorithm, the distance from \( v_1 \) to \( v_j \) is denoted as \( d_{v_j}^{(2)} \), and

\[
d_{v_j}^{(2)} = \min\{d_{v_j}^{(2)}, d_{v_{i+1}}^{(2)} + 1\}. \tag{4.17}
\]

However, in the boundary mixed optimal MTI algorithm, the distance from \( v_1 \) to \( v_j \) is denoted as \( d_{v_j}^{(3)} \), and

\[
d_{v_j}^{(3)} = \min\{d_{v_j}^{(3)}, d_{v_i}^{(3)} + 1, d_{v_{i+1}}^{(3)} + 1\}. \tag{4.18}
\]

Obviously, every time when updating the distance from \( v_1 \) to \( v_j \), we can obtain that

\[
d_{v_j}^{(3)} \leq d_{v_j}^{(1)} \quad \text{and} \quad d_{v_j}^{(3)} \leq d_{v_j}^{(2)}. \tag{4.19}
\]

Then, we have

\[
d_{v_n}^{(3)} \leq d_{v_n}^{(1)} \quad \text{and} \quad d_{v_n}^{(3)} \leq d_{v_n}^{(2)}. \tag{4.20}
\]

The boundary mixed optimal MTI algorithm returns a set of time intervals that is no larger than the one returned by any other two optimal MTI algorithms. \( \square \)

Theorem 4 is also confirmed empirically by experiments introduced in Sections 4.2.7.2 and 4.2.7.3.

4.2.7 Experiments on MTI Analysis

In this section, we introduce the results of our experiments conducted on both a real-world data set and synthetic data sets. The aim of our experiments is to study the effectiveness and efficiency of our proposed MTI algorithms.
Two Dimensional Trust Rating Aggregations

4.2.7.1 Experiment 1 – Both Vertical and Horizontal Aggregations

In this experiment, using up to 6 years of teaching evaluations and unit evaluations collected at Macquarie University\(^1\) as data, Sydney, Australia, we study both the vertical aggregation and horizontal aggregation approaches.

At the end of each semester, the Center for Professional Development\(^2\) at Macquarie University asks students to provide feedback on a teacher’s teaching quality\(^3\) and a unit’s (a subject’s) quality\(^4\) using questionnaires.

In this experiment, we use two rating data sets of teaching quality (Cases 1 and 2 in Figs. 4.9 and 4.10) and two rating data sets of unit quality (Cases 3 and 4 in Figs. 4.9 and 4.10). Each data set of teaching quality consists of the ratings given to the same question over 6 years, while each data set of unit quality is for 5 years.

We first study the vertical aggregation of the ratings given to a question in the same

---

\(^1\)http://www.mq.edu.au/
\(^2\)http://www.cpd.mq.edu.au/
\(^3\)http://www.mq.edu.au/ltc/eval_teaching/teds.htm
\(^4\)http://www.mq.edu.au/ltc/eval_teaching/leu.htm
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Figure 4.9: Single trust vector in Experiment 1 of Section 4.2.7.1

year. The data sets of four cases are plotted in Fig. 4.8(a), Fig. 4.8(b), Fig. 4.8(c) and Fig. 4.8(d) respectively. After vertical aggregation, the centered cluster is [0.75, 1] in Case 1 (see Fig. 4.8 (a)), [0.5, 1] in Case 2 (see Fig. 4.8 (b)), [0.25, 0.75] in Case 3 (see Fig. 4.8 (c)) and [0.25, 0.75] in Case 4 (see Fig. 4.8 (d)) respectively.

In Case 1 (see Fig. 4.8 (a)), the vertically aggregated rating is 0.8892, which is larger than 0.8775 - the average of ratings, because the rating 0.5 is taken as marginal and it is smaller than the ratings in the centered cluster. In Case 2 (see Fig. 4.8 (b)), the vertically aggregated rating is 0.7725, which is the same as the average of ratings, because there is no marginal rating identified. In contrast, the vertically aggregated rating is 0.5951 in Case 3 (see Fig. 4.8 (c)), which is smaller than the rating average 0.6075. This is because there are more marginal ratings 1 than marginal ratings 0. In Case 4 (see Fig. 4.8 (d)), the vertically aggregated rating is 0.6117. It is smaller than the rating average 0.635 because 1 is the the marginal rating and it is larger than the ratings in the centered cluster.

For horizontal aggregation, if we set the threshold $\epsilon_{MTI} = 0.8$ for $T_{SPCL}$, as plotted
in Fig. 4.9, one trust vector is obtained in each case. In contrast, a higher threshold \( \epsilon_{MTI} \) may lead to more trust vectors (i.e. more time intervals). As plotted in Fig. 4.10, two trust vectors are obtained if \( \epsilon_{MTI} = 0.9 \) in Case 1 (see Fig. 4.10(a)), \( \epsilon_{MTI} = 0.91 \) in Case 2 (see Fig. 4.10(b)), \( \epsilon_{MTI} = 0.94 \) in Case 3 (see Fig. 4.10(c)) and \( \epsilon_{MTI} = 0.923 \) in Case 4 (see Fig. 4.10(d)).

Therefore, our trust rating aggregation approach including both vertical aggregation and horizontal aggregation works well for real service-oriented applications.

4.2.7.2 Experiment 2 – Comparison on the Number of Returned MTI

In this experiment, we study our proposed five MTI algorithms (i.e. Algorithms 2 – 6 listed in Table 4.3) over a large set of ratings of one seller obtained from eBay [1].

In the rating sample of an eBay seller, there are 11752 ratings in total about the transactions, which happened in 131 days from 13 February 2009 to 23 June 2009. At eBay, a rating can be 1 (“positive”), 0 (“neutral”) or −1 (“negative”). Like the method adopted in [95], the feedback score percentage is introduced and calculated as
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![Figure 4.11: MTI in Experiment 2 of Section 4.2.7.2](image)

Table 4.3: MTI algorithms compared in Experiments of Section 4.2.7

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm 2</td>
<td>The boundary included greedy MTI algorithm</td>
</tr>
<tr>
<td>Algorithm 3</td>
<td>The bisection-based boundary excluded greedy MTI algorithm</td>
</tr>
<tr>
<td>Algorithm 4</td>
<td>The boundary included optimal MTI algorithm</td>
</tr>
<tr>
<td>Algorithm 5</td>
<td>The boundary excluded optimal MTI algorithm</td>
</tr>
<tr>
<td>Algorithm 6</td>
<td>The boundary mixed optimal MTI algorithm</td>
</tr>
</tbody>
</table>
Figure 4.12: Comparison of five MTI algorithms in Experiment 2 of Section 4.2.7.2
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\[ S_p = \frac{P - N}{P + N + Ne + N}, \]

where \( P, Ne \) and \( N \) are the numbers of positive, neutral and negative ratings respectively. We use each day’s ratings to compute the feedback score rate \( S_p \), which is taken as the rating \( R(t_i) \) for time period \( t_i \) (i.e. \( t_i \) is a day in this case and \( i \in [1, 131] \)). All rating \( \{(t_i, R(t_i))|1 \leq i \leq 131\} \) are plotted in Fig. 4.11(a). From Figs 4.11 & 4.12, we can observe that

1. when the threshold of \( T_{SPCL} \) is \( \epsilon_{MTI} = 0.9 \), as plotted in Fig. 4.11(a), with any of the five MTI algorithms listed in Table 4.3, only 1 trust vector is obtained for the whole time interval \([t_1, t_{131}]\).

2. with a higher threshold \( \epsilon_{MTI} = 0.925 \), 2 time intervals are obtained by using any of the five MTI algorithms listed in Table 4.3. The results of Algorithms 2 – 6 are plotted in Fig. 4.11(b)(c)(d)(e)(f) respectively.

3. with a further higher threshold \( \epsilon_{MTI} = 0.94 \), we can also observe from Fig. 4.12 that both the boundary included greedy MTI algorithm and the bisection-based boundary excluded greedy MTI algorithm return 11 time intervals (see Fig. 4.12(a)(b)); the boundary included optimal MTI algorithm returns 10 time intervals (see Fig. 4.12(c)); the boundary excluded optimal MTI algorithm returns 8 time intervals (see Fig. 4.12(d)); and the boundary mixed optimal MTI algorithm returns 7 time intervals (see Fig. 4.12(e)).

Based on the above results, among all five MTI algorithms listed in Table 4.3, we can observe that the boundary mixed optimal MTI algorithm can return a set of MTI which is no larger than any set returned by other algorithms. This confirms Theorem 4 empirically.

4.2.7.3 Experiment 3 – Comparison on Efficiency

In this experiment, we use large-scale synthetic rating data sets to compare the efficiency of our proposed five MTI algorithms (i.e. Algorithms 2 – 6 listed in Table 4.3).
Two Dimensional Trust Rating Aggregations

Figure 4.13: Case 1 in Experiment 3 of Section 4.2.7.3 with the boundary mixed optimal MTI algorithm

Figure 4.14: Case 2 in Experiment 3 of Section 4.2.7.3 with the boundary mixed optimal MTI algorithm
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Figure 4.15: Case 3 in Experiment 3 of Section 4.2.7.3 with the boundary mixed optimal MTI algorithm

We conducted our experiments on top of Matlab 7.6.0.324 (R2008a) running on a Dell Vostro V1310 laptop with an Intel Core 2 Duo T5870 2.00GHz CPU and 3GB RAM. Each result of the consumed CPU time is the average of three independent executions with very minor differences in time.

In this experiment, three different sets of ratings have been used, which are plotted in Fig. 4.13(a) (Case 1), Fig. 4.14(a) (Case 2) and Fig. 4.15(a) (Case 3) respectively. Each data set consists of 500 trust ratings distributed in 500 time periods (i.e. \( t_i \in [t_1, t_{500}] \)). Applying the boundary mixed optimal MTI algorithm to each case produces the following results.

**Case 1:** In this case (see Fig. 4.13(a)), with the threshold of \( T_{SPCL} \) set as \( \epsilon_{MTI} = 0.85, 0.87 \) or 0.9 respectively, we can obtain 2 or 3 time intervals as plotted in Fig. 4.13(b)(c)(d).

**Case 2:** As the trust trend changes a little more frequently in this case (see Fig. 4.14(a)), when the threshold is set as \( \epsilon_{MTI} = 0.85, 0.87 \) or 0.9 respectively, 6, 8
or 9 time intervals are obtained (see Fig. 4.14(b)(c)(d)).

**Case 3:** In contrast, in Case 3 (see Fig. 4.15(a)), the trust trend changes the most frequently in all three cases. With the same thresholds $\epsilon_{MT} = 0.85, 0.87$ or $0.9$, there are 13 (see Fig. 4.15(b)), 16 (see Fig. 4.15(c)) or 20 time intervals (see Fig. 4.15(d)) obtained respectively.

Thus, in all three cases, with threshold $\epsilon_{MT} = 0.85$, we can use 2, 6 or 13 trust vectors respectively to approximately represent 500 trust ratings. With a high threshold $\epsilon_{MT} = 0.9$, we can use 3, 9 or 20 trust vectors respectively to approximately represent 500 trust ratings. Thus, with our proposed algorithms, a small set of values can represent a large set of trust ratings with well preserved trust features.

In addition, in all three cases using different thresholds, we can compare the consumed CPU time of the five MTI algorithms listed in Table 4.3. From the results listed in Table 4.4, we can derive the following conclusions.

**Comparison of different algorithms on efficiency and the number of returned MTI:**

1. The consumed CPU time of the bisection-based boundary excluded greedy MTI algorithm is only 0.6%-8.1% of that of the boundary included greedy MTI algorithm. In addition, the former algorithm returns a set of MTI which is no larger than that returned by the latter algorithm. Hence, the bisection-based boundary excluded greedy MTI algorithm outperforms the boundary included greedy MTI algorithm in terms of efficiency.

2. The bisection-based boundary excluded greedy MTI algorithm consumes less than 0.6% of the CPU time consumed by any of the three optimal MTI algorithms. Thus, we can conclude that the bisection-based boundary excluded greedy MTI algorithm runs much faster than any of the three optimal MTI algorithms.
Algorithm 6 Boundary Mixed Optimal MTI algorithm

Input: trust ratings $R(t_i)$, the threshold $\epsilon_{MTI}$ of $T_{SPCL}$, the given time interval $[t_1, t_n]$. 

Output: the minimal boundary set $v_b$ of MTI.

1: for all $i \in [1, v_n]$ do
2:     for all $j \in [i, v_n]$ do
3:         if $T_{SPCL}^{[i,j]} \geq \epsilon_{MTI}$ then
4:             $M_{i,j} \leftarrow 1$;
5:         else
6:             $M_{i,j} \leftarrow \infty$;
7:         end if
8:     end for
9: end for
10: for all $v_i \in [v_1, v_n]$ do
11:     $dis(v_i) \leftarrow M_{v_1,v_i}$;
12: end for
13: initialize vector unvisit $\leftarrow \{v_1, v_2, \ldots, v_n\}$;
14: let $u$ be $v_1$;
15: while unvisit $\neq \emptyset$ do
16:     let $u$ be $v_i \in unvisit$ with smallest $dis(v_i)$;
17:     remove $u$ from unvisit;
18:     for all $v_j$ with $M_{u,v_j} = 1$ or $M_{u+1,v_j} = 1$ do
19:         $temp \leftarrow \min\{dis(u), dis(u) + M_{u,v_j}, dis(u) + M_{u+1,v_j}\}$;
20:         if ($temp == dis(u) + M_{u+1,v_j}) \& (temp < dis(u))$ then
21:             $dis(u) \leftarrow temp$;
22:             previous$_{1,v_j} \leftarrow u$;
23:             previous$_{2,v_j} \leftarrow u + 1$;
24:         else if ($temp == dis(u) + M_{u,v_j}) \& (temp < dis(u))$ then
25:             $dis(u) \leftarrow temp$;
26:             previous$_{1,v_j} \leftarrow u$;
27:             previous$_{2,v_j} \leftarrow u$;
28:         end if
29:     end for
30: end while
31: $v_k \leftarrow v_n$;
32: $v_{1,b} \leftarrow v_1$;
33: $v_{2,b} \leftarrow v_n$;
34: while previous$_{1,v_k} \neq v_1$ do
35:     $v_{2,b} \leftarrow previous_{1,v_k} \cup v_{2,b}$;
36:     $v_k \leftarrow previous_{1,v_k}$;
37:     $v_{1,b} \leftarrow v_{1,b} \cup v_k$;
38: end while
39: return $v_b \leftarrow [v_{1,b}^T v_{2,b}^T]^T$. 
### Table 4.4: Consumed CPU time in seconds and the number of returned MTI in Experiment 3 of Section 4.2.7.3

<table>
<thead>
<tr>
<th>$\epsilon_{MTI}$</th>
<th>Boundary included greedy MTI algorithm</th>
<th>Bisection-based greedy MTI algorithm</th>
<th>Boundary included optimal MTI algorithm</th>
<th>Boundary excluded optimal MTI algorithm</th>
<th>Boundary mixed optimal MTI algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>time (s)</td>
<td>number</td>
<td>time (s)</td>
<td>number</td>
<td>Step 1</td>
</tr>
<tr>
<td><strong>Case 1</strong></td>
<td>0.85</td>
<td>3.7</td>
<td>0.3</td>
<td>2</td>
<td>1296.3</td>
</tr>
<tr>
<td></td>
<td>0.87</td>
<td>4.4</td>
<td>0.2</td>
<td>2</td>
<td>1299.1</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>9.9</td>
<td>0.3</td>
<td>3</td>
<td>1296.2</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1288.9</td>
<td>499</td>
<td>8.0</td>
<td>250</td>
</tr>
<tr>
<td><strong>Case 2</strong></td>
<td>0.85</td>
<td>15.6</td>
<td>0.4</td>
<td>6</td>
<td>1297.3</td>
</tr>
<tr>
<td></td>
<td>0.87</td>
<td>24.2</td>
<td>0.5</td>
<td>8</td>
<td>1298.4</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>26</td>
<td>0.5</td>
<td>9</td>
<td>1296.6</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1265.4</td>
<td>499</td>
<td>8.0</td>
<td>250</td>
</tr>
<tr>
<td><strong>Case 3</strong></td>
<td>0.85</td>
<td>37.4</td>
<td>0.6</td>
<td>13</td>
<td>1296.4</td>
</tr>
<tr>
<td></td>
<td>0.87</td>
<td>47.8</td>
<td>0.7</td>
<td>18</td>
<td>1299.1</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>55.4</td>
<td>0.8</td>
<td>20</td>
<td>1298.2</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1270.7</td>
<td>499</td>
<td>8.0</td>
<td>250</td>
</tr>
</tbody>
</table>
3. For each of the three optimal MTI algorithms, we can divide the whole algorithm into two parts, including the generation of the adjacency matrix (Step 1 introduced in Section 4.2.5 or Section 4.2.6), and the Dijkstra’s algorithm based MTI analysis (Steps 2-5). As listed in Table 4.4, the former part takes above 99.6% of the total consumed CPU time since it has to check if $T_{SPCL} \geq \epsilon_{MTI}$ for all $\frac{n^2}{2} - n$ possible edges, while the latter part takes less than 0.4% of the total consumed CPU time.

4. With the three optimal MTI algorithms, the shortest consumed CPU time is only 1.5% less than the longest one. Hence, no matter which of the three cases and with what threshold $\epsilon_{MTI}$ is used (e.g. 0.85, 0.87, 0.9 or 1), all three optimal MTI algorithms consume almost the same CPU time.

5. The boundary mixed optimal MTI algorithm returns a set of MTI which is no larger than the set returned by any of the other four MTI algorithms. This again confirms Theorem 4 empirically.

**Comparison on efficiency and the number of returned MTI in different cases:**

1. From Case 1 to Case 3 (see Fig. 4.13(a), Fig. 4.14(a) and Fig. 4.15(a)), the trust trend changes more and more frequently. With the same MTI algorithm and the same threshold, this change leads to a larger set of MTI. For example, from Case 1 to Case 3, with threshold $\epsilon_{MTI} = 0.9$, the boundary mixed optimal MTI algorithm returns 3, 9 and 20 time intervals respectively.

2. From Case 1 to Case 3, when the trust trend changes more and more frequently, with the same threshold the bisection-based boundary excluded greedy MTI algorithm needs more and more CPU time to determine the set of MTI. For example, from Case 1 to Case 3, with threshold $\epsilon_{MTI} = 0.9$, this algorithm consumes 0.3, 0.5, and 0.8 seconds of CPU time respectively.
Comparison on efficiency and the number of returned MTI with different thresholds:

1. When threshold $\epsilon_{MTI}$ becomes higher, with the same algorithm, a larger set of MTI is returned.

2. When $\epsilon_{MTI}$ becomes higher, the bisection-based boundary excluded greedy MTI algorithm consumes more CPU time. However, even with the highest threshold $\epsilon_{MTI} = 1$, its consumed CPU time is still around 0.6% of that consumed by any of the three optimal MTI algorithms.

Therefore, incorporating the results in Experiment 2 of Section 4.2.7.2, we can see that the bisection-based boundary excluded greedy MTI algorithm is useful when processing large-scale rating data, because it consumes much less CPU time than any of the other four MTI algorithms. However, it may not return the minimal set of MTI. In contrast, the boundary mixed optimal MTI algorithm can return the smallest set of MTI among all five MTI algorithms, but it consumes much more CPU time than the greedy algorithms.

4.2.7.4 Experiment 4 – Comparison on MTI Goodness-of-Fit

With our proposed MTI algorithms, a small set of MTI can represent a large set of trust ratings well. However, how well have the trust features been preserved? Now we compare the final trust value aggregated from a set of MTI with the final trust value aggregated from trust ratings directly to see how well the trust features are preserved.

In this section, prior to presenting the detailed analysis, we must first define the final trust value aggregated from a set of MTI.

**Definition 21:** With a set of MTI covering the ratings $\{(t_i, R^{(t_i)})\}$ in time interval $[t_1, t_n]$ \[ \{[t_{lb_i}, t_{rb_i}]|1 \leq i \leq h, t_{lb_1} = t_1, t_{rb_h} = t_n\} \] (4.21)
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the final trust value aggregated from the set of MTI is

\[
\tilde{T}_{FTL}(\{[t_{lb_i}, t_{rb_i}]\}) = \sum_{i=1}^{h} \frac{T_{FTL}[t_{lb_i}, t_{rb_i}] \sum_{k=l_{b_i}}^{r_{b_i}} w_{t_k}}{\sum_{k=1}^{n} w_{t_k}}, \tag{4.22}
\]

where \(w_{t_k}\) is defined in Eq. (3.2) of Definition 1.

Now we introduce the definition of MTI goodness-of-fit, which is measured from the relative difference between the final trust value aggregated from a set of MTI according to Definition 21, and the final trust value aggregated from trust ratings directly according to Definition 1. This measurement indicates how well the trust features are preserved by the set of MTI. A high goodness-of-fit of the set of MTI indicates the high effectiveness of the corresponding MTI algorithm.

Definition 22: With a set of MTI covering the ratings \(\{(t_i, R^{(t_i)})\}\) in time interval \([t_1, t_n]\)

\[
\{[t_{lb_i}, t_{rb_i}]| 1 \leq i \leq h, t_{lb_1} = t_1, t_{rb_h} = t_n\}, \tag{4.23}
\]

the MTI goodness-of-fit is

\[
G_{MTI}(\{[t_{lb_i}, t_{rb_i}]\}) = 1 - \frac{|T_{FTL}[t_1, t_n] - \tilde{T}_{FTL}(\{[t_{lb_i}, t_{rb_i}]\})|}{T_{FTL}[t_1, t_n]}, \tag{4.24}
\]

where \(T_{FTL}[t_1, t_n]\) is defined in Definition 1 and \(\tilde{T}_{FTL}(\{[t_{lb_i}, t_{rb_i}]\})\) is defined in Definition 21.

With Definition 22, we can study the goodness-of-fit of the set of MTI returned by each of two boundary excluded MTI algorithms, including both the bisection-based boundary excluded greedy MTI algorithm and the boundary excluded optimal MTI algorithm.

Theorem 5: The goodness-of-fit of the set of MTI returned by either the bisection-based boundary excluded greedy MTI algorithm or the boundary excluded optimal MTI algorithm is 100%.
Proof: Let

\[
\{[t_{lb_i}, t_{rb_i}] | 1 \leq i \leq h, t_{lb_1} = t_1, t_{rb_h} = t_n \}
\]  

(4.25)

denote a set of MTI returned by either the bisection-based boundary excluded greedy MTI algorithm or the boundary excluded optimal MTI algorithm. As the set of MTI is boundary excluded, we have

\[
t_{rb_{j-1}+1} = t_{lb_j} \text{ for } j \in [2, h].
\]  

(4.26)

By substituting Eq. (4.26) into Eq. (4.25), we then have

\[
\{[t_{rb_{i-1}+1}, t_{rb_i}] | 1 \leq i \leq h, t_{rb_{h+1}} = t_1, t_{rb_h} = t_n \}.
\]  

(4.27)

For time interval \([t_{rb_{i-1}+1}, t_{rb_i}]\), according to Definition 1, we have

\[
T_{[t_{rb_{i-1}+1}, t_{rb_i}]}^{[t_{rb_{i-1}+1}, t_{rb_i}]} = \frac{\sum_{k=r_{b_{i-1}+1}}^{r_{b_i}} w_{t_k} R(t_k)}{\sum_{k=r_{b_{i-1}+1}}^{r_{b_i}} w_{t_k}},
\]  

(4.28)
i.e.

\[
T_{[t_{rb_{i-1}+1}, t_{rb_i}]} = \sum_{k=r_{b_{i-1}+1}}^{r_{b_i}} w_{t_k} = \sum_{k=r_{b_{i-1}+1}}^{r_{b_i}} w_{t_k} R(t_k).
\]  

(4.29)

For all time intervals \(\{[t_{rb_{i-1}+1}, t_{rb_i}] | 1 \leq i \leq h \}\) in \([t_1, t_n]\), we have

\[
\sum_{i=1}^{h} \sum_{k=r_{b_{i-1}+1}}^{r_{b_i}} w_{t_k} = \sum_{i=1}^{h} \sum_{k=r_{b_{i-1}+1}}^{r_{b_i}} w_{t_k} R(t_k)
\]
\[= \sum_{k=1}^{n} w_{t_k} R(t_k).
\]  

(4.30)

According to the definition of \(T_{[t_1, t_n]}^{[t_1, t_n]}\) in Definition 1, we have

\[
T_{[t_1, t_n]} = \frac{\sum_{k=1}^{n} w_{t_k} R(t_k)}{\sum_{k=1}^{n} w_{t_k}}.
\]  

(4.31)
If we now substitute Eq. (4.30) into Eq. (4.31), we then have

$$T_{FTL}^{[t_1, t_n]} = \sum_{i=1}^{h} T_{FTL}^{[t_{rb_{i-1}+1}, t_{rb_i}]} \sum_{k=r_{b_{i-1}+1}}^{r_{b_i}} w_{tk}. \quad (4.32)$$

By substituting Eq. (4.32) into Eq. (4.22) in Definition 21, we have

$$\tilde{T}_{FTL}(\{[t_{rb_{i-1}+1}, t_{rb_i}]\}) = T_{FTL}^{[t_1, t_n]}. \quad (4.33)$$

Therefore, according to Eq. (4.24) in Definition 22, we can obtain that the goodness-of-fit of the set of boundary excluded MTI \{[t_{rb_{i-1}+1}, t_{rb_i}]\} is

$$G_{MTI}(\{[t_{rb_{i-1}+1}, t_{rb_i}]\}) = 1 - \frac{|T_{FTL}^{[t_1, t_n]} - \tilde{T}_{FTL}(\{[t_{rb_{i-1}+1}, t_{rb_i}]\})|}{T_{FTL}^{[t_1, t_n]}} = 100\%. \quad (4.34)$$

Next, with Definition 22, we can also study the goodness-of-fit of the set of MTI returned by each of two boundary included MTI algorithms, including both the boundary included greedy MTI algorithm and the boundary included optimal MTI algorithm.

**Theorem 6:** The goodness-of-fit of the set of MTI returned by either the boundary included greedy MTI algorithm or the boundary included optimal MTI algorithm is less than 100%.

**Proof:** Let

$$\{[t_{lb_i}, t_{rb_i}]|1 \leq i \leq h, t_{lb_1} = t_1, t_{rb_h} = t_n\} \quad (4.35)$$

denote a set of MTI returned by either the boundary included greedy MTI algorithm or the boundary included optimal MTI algorithm. As the set of MTI is boundary included, we have

$$t_{rb_{j-1}} = t_{lb_j} \text{ for } j \in [2, h]. \quad (4.36)$$
By substituting Eq. (4.36) into Eq. (4.35), we then have
\[
\{ [t_{rb_{i-1}}, t_{rb_i}] | 1 \leq i \leq h, t_{rb_0} = t_1, t_{rb_h} = t_n \}.
\] (4.37)

For time interval \([t_{rb_{i-1}}, t_{rb_i}]\), according to Definition 1, we have
\[
T_{FTL}^{[t_{rb_{i-1}}, t_{rb_i}]} = \sum_{k=r_{b_{i-1}}}^{r_{b_i}} w_{t_k} R^{(t_k)},
\] (4.38)
i.e.
\[
T_{FTL}^{[t_{rb_{i-1}}, t_{rb_i}]} \sum_{k=r_{b_{i-1}}}^{r_{b_i}} w_{t_k} = \sum_{k=r_{b_{i-1}}}^{r_{b_i}} w_{t_k} R^{(t_k)}.
\] (4.39)

For all time intervals \(\{ [t_{rb_{i-1}}, t_{rb_i}] | 1 \leq i \leq h \}\) in \([t_1, t_n]\), we have
\[
\sum_{i=1}^{h} T_{FTL}^{[t_{rb_{i-1}}, t_{rb_i}]} \sum_{k=r_{b_{i-1}}}^{r_{b_i}} w_{t_k} = \sum_{i=1}^{h} \sum_{k=r_{b_{i-1}}}^{r_{b_i}} w_{t_k} R^{(t_k)}.
\] (4.40)

As in Eq. (4.30)
\[
\sum_{i=1}^{h} \sum_{k=r_{b_{i-1}}+1}^{r_{b_i}} w_{t_k} R^{(t_k)} = \sum_{k=1}^{n} w_{t_k} R^{(t_k)},
\] (4.41)
we have
\[
\sum_{i=1}^{h} \sum_{k=r_{b_{i-1}}}^{r_{b_i}} w_{t_k} R^{(t_k)} > \sum_{k=1}^{n} w_{t_k} R^{(t_k)}.
\] (4.42)

Then, by substituting Eq. (4.40) into Eq. (4.42), we have
\[
\sum_{i=1}^{h} T_{FTL}^{[t_{rb_{i-1}}, t_{rb_i}]} \sum_{k=r_{b_{i-1}}}^{r_{b_i}} w_{t_k} > \sum_{k=1}^{n} w_{t_k} R^{(t_k)},
\] (4.43)
i.e.

\[
\sum_{i=1}^{h} T_{FTL}^{[t_{rb_i-1}, t_{rb_i}]} \sum_{k=r_{bi}-1}^{r_{bi}} w_{lk} > \sum_{k=1}^{n} \sum_{i=1}^{n} w_{lk} R^{(tk)}.
\] (4.44)

According to the definitions of \( T_{FTL}^{[t_1, t_n]} \) in Definition 1 and \( \tilde{T}_{FTL}(\{[t_{rb_i-1}, t_{rb_i}]\}) \) in Eq. (4.22), from Eq. (4.44) we have

\[
\tilde{T}_{FTL}(\{[t_{rb_i-1}, t_{rb_i}]\}) > T_{FTL}^{[t_1, t_n]},
\] (4.45)
i.e.

\[
|T_{FTL}^{[t_1, t_n]} - \tilde{T}_{FTL}(\{[t_{rb_i-1}, t_{rb_i}]\})| > 0.
\] (4.46)

Therefore, according to Eq. (4.24) in Definition 22, we can obtain that the goodness-of-fit of the set of boundary included MTI \( \{[t_{rb_i-1}, t_{rb_i}]\} \) is

\[
G_{MTI}(\{[t_{rb_i-1}, t_{rb_i}]\}) = 1 - \frac{|T_{FTL}^{[t_1, t_n]} - \tilde{T}_{FTL}(\{[t_{rb_i-1}, t_{rb_i}]\})|}{T_{FTL}^{[t_1, t_n]}} < 100\%
\] (4.47)

By applying Definition 22 to the data sets used in Experiments 2 & 3 of Section 4.2.7.2 & 4.2.7.3, the corresponding MTI goodness-of-fit can be evaluated and listed in Table 4.5. From the results listed in Table 4.5, we can obtain the following conclusions.

1. The goodness-of-fit values of the sets of MTI returned by both the bisection-based boundary excluded greedy MTI algorithm (e.g. Fig. 4.11(c) and Fig. 4.12(b)) and the boundary excluded optimal MTI algorithm (e.g. Fig. 4.11(e) and Fig. 4.12(d)) are 100%.

This confirms Theorem 5 empirically.

2. In this experiment, the goodness-of-fit values of the sets of MTI returned by the boundary included greedy MTI algorithm in Fig. 4.11(b) and Fig. 4.12(a) are 99.97% and 99.79% respectively. The goodness-of-fit of the sets of MTI
Table 4.5: MTI goodness-of-fit for the data sets used in Experiments 2 & 3 of Section 4.2.7.2 & 4.2.7.3

<table>
<thead>
<tr>
<th></th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
<th>(d)</th>
<th>(e)</th>
<th>(f)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig. 4.11</td>
<td>N/A</td>
<td>99.97%</td>
<td>100%</td>
<td>99.97%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>(boundary included)</td>
<td>(boundary excluded)</td>
<td>(boundary included)</td>
<td>(boundary excluded)</td>
<td>(boundary mixed)</td>
<td>(boundary mixed)</td>
</tr>
<tr>
<td>Fig. 4.12</td>
<td>99.79%</td>
<td>100%</td>
<td>99.85%</td>
<td>100%</td>
<td>99.99%</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>(boundary included)</td>
<td>(boundary excluded)</td>
<td>(boundary included)</td>
<td>(boundary excluded)</td>
<td>(boundary mixed)</td>
<td></td>
</tr>
<tr>
<td>Fig. 4.13</td>
<td>N/A</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>(boundary mixed)</td>
<td>(boundary mixed)</td>
<td>(boundary mixed)</td>
<td>(boundary mixed)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fig. 4.14</td>
<td>N/A</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>(boundary mixed)</td>
<td>(boundary mixed)</td>
<td>(boundary mixed)</td>
<td>(boundary mixed)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fig. 4.15</td>
<td>N/A</td>
<td>99.99%</td>
<td>99.99%</td>
<td>99.91%</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>(boundary mixed)</td>
<td>(boundary mixed)</td>
<td>(boundary mixed)</td>
<td>(boundary mixed)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

returned by the boundary included optimal MTI algorithm in Fig. 4.11(d) and Fig. 4.12(c) are **99.97%** and **99.85%**.

This confirms Theorem 6 empirically.

3. In this experiment, the goodness-of-fit values of the sets of MTI returned by the the boundary mixed optimal MTI algorithm in Fig. 4.12(e) and Fig. 4.15(b)(c)(d) are **99.99%**, **99.99%**, **99.99%** and **99.91%** respectively. In contrast, the MTI goodness-of-fit of the ones in Fig. 4.13(b)(c)(d) and Fig. 4.14(b)(c)(d) are **100%**.

Therefore, the goodness-of-fit of the set of MTI returned by the boundary mixed optimal MTI algorithm can be less than or equal to 100%.

As we pointed out in Chapter 3, a single trust value cannot preserve the trust features well (e.g. depending on whether and how the trust trend changes). Hence, it is necessary to generate a small set of data that represents a large set of trust ratings over
4.3 Conclusions

In this chapter, we have proposed a novel two dimensional aggregation approach that can aggregate a large set of trust ratings both vertically and horizontally. In the vertical aggregation of trust ratings, we adopt the Gaussian distribution based analysis method and the clustering based analysis method. For the horizontal aggregation of trust ratings, we propose using the service trust vector approach and the multiple time intervals (MTI) analysis approach including a boundary included greedy MTI algorithm, a bisection-based boundary excluded greedy MTI algorithm, a boundary included optimal MTI algorithm, a boundary excluded optimal MTI algorithm and a boundary mixed optimal MTI algorithm. The proposed bisection-based boundary excluded greedy MTI algorithm has a lower time complexity, and it is much faster than any of the other four MTI algorithms. The proposed boundary mixed optimal MTI analysis algorithm can guarantee the representation of a large set of trust ratings with a minimal set of values while highly preserving the trust features. Therefore, our work is significant for large-scale trust data management, transmission and evaluation.

In the boundary mixed optimal MTI algorithm, given a set of ratings and the same threshold, several minimal sets of boundary mixed MTI may exist. Thus, in our future work, the boundary mixed optimal MTI algorithm can be further extended to find the best set of MTI with the largest MTI goodness-of-fit or the largest summation of $SPCL$ values.
Two Dimensional Trust Rating Aggregations
Chapter 5

Trust-Oriented Composite Service Selection

In SOC environments, to satisfy the specified functionality requirement, a service may have to invoke other services forming composite Web services with complex invocations and trust dependencies among services and service providers [69]. Meanwhile, given a set of various services, different compositions may lead to different service structures. Although these certainly enrich the service provision, they greatly increase the computation complexity and thus make trustworthy service selection and discovery a very challenging task.

In the literature, there are some existing studies for service composition and quality driven service selection [29, 69, 94, 101, 103]. However, for trust-oriented composite service selection and discovery, some research problems remain open.

1. The definition of a proper graphic representation of composite services including both probabilistic invocations and parallel invocations is still lacking. The corresponding data structure is also essential. It is fundamental and important to define these representations to support the global trust evaluation of composite services.

2. From the definitions in [41, 45], trust can be taken as the subjective probability, i.e. the degree of belief an individual has in the truth of a proposition [30, 33], rather than the objective probability or classical probability, which is the occur-
A subjective probability is derived from an individual’s personal judgment about a specific outcome (e.g. the evaluation of teaching quality or service quality). It differs from person to person. Hence, classical probability theory is not a good fit for trust evaluation. Instead, subjective probability theory [30, 33] should be adopted for trust evaluation.

3. Although there are a variety of trust evaluation methods in a number of different areas [85, 90, 95], no proper mechanism exists for evaluating the global trust of a composite service with a complex structure over service components with different trust values.

4. Taking trust evaluation and the complex structure of composite services into account, effective algorithms are needed for trust-oriented composite service selection and discovery, and are expected to be more efficient than the existing approaches [69, 101].

In this chapter, we first present the service invocation graph and service invocation matrix for composite service representation. In addition, we propose a trust evaluation method for composite services based on Bayesian inference, which is an important component in subjective probability theory. Furthermore, based on the Monte Carlo method, we propose a service selection and discovery algorithm and a QoS constrained service selection algorithm. Experiments have been conducted on composite services of various sizes to compare the proposed algorithms with the existing exhaustive search method [69]. The results illustrate that our proposed algorithms are effective and more efficient.

This chapter is organized as follows. Section 5.1 reviews existing studies in service composition, service selection and trust. Section 5.2 presents our proposed composite services oriented service invocation graph and service invocation matrix. Section 5.3 presents a novel trust evaluation method for composite services. In Section 5.4, a Monte Carlo method based algorithm is proposed for trust-oriented composite service selection and discovery, and experiments are presented for further illustrating that our
proposed algorithm is effective and efficient. In Section 5.5, a QoS constrained Monte Carlo method based algorithm is proposed for trust-oriented composite service selection with QoS constraints, and experiments are presented for further illustrating that our proposed algorithm is effective and efficient. Finally Section 5.6 concludes our work in this chapter.

5.1 Related Work on Trust-Oriented Composite Service Selection

In SOC environments, the composition of services offered by different providers enriches service provision and offers flexibility to service applications. In [67, 68], Medjahed et al. present some frameworks and algorithms for automatically generating composite services from specifications and rules.

In real applications, the criteria of searching services should take into account not only functionalities but also other properties, such as QoS (quality of service) and trust. In the literature, a number of QoS-aware Web service selection mechanisms have been developed, aiming at QoS improvement in composite services [29, 94, 103]. In [103], Zeng et al. present a general and extensible model to evaluate the QoS of composite services. Based on their model, a service selection approach has been introduced using linear programming techniques to compute optimal execution plans for composite services. The work in [29] addresses the selection and composition of Web services based on functional requirements, transactional properties and QoS characteristics. In this model, services are selected in a way that satisfies user preferences, expressed as weights over QoS and transactional requirements. In [94], Xiao et al. present an autonomic service provision framework for establishing QoS-assured end-to-end communication paths across domains. Their algorithms can provide QoS guarantees over domains. The above works have various and different merits. However, none of them has taken parallel invocation into account, which is fundamental and is one of the most
Menascé [69] adopts an exhaustive search method to measure service execution time and cost involving probabilistic, parallel, sequential and fastest-predecessor-triggered invocations. However, the algorithm complexity is exponential. Yu et al. [101] study the service selection problem with multiple QoS constraints in composite services, and propose two optimal heuristic algorithms: the combinatorial algorithm and the graph-based algorithm. The former algorithm models service selection as a multidimension multichoice 0-1 knapsack problem. The latter algorithm can be taken as a multiconstraint optimal path problem. Nevertheless, none of these works address any aspect of trust.

The issue of trust has been widely studied in many applications. In e-commerce environments, the trust management system can provide valuable information to buyers and prevent some typical attacks [88, 102]. In Peer-to-Peer information-sharing networks, binary ratings work pretty well as a file is either the definitively correct version or not [98]. In SOC environments, an effective trust management system is critical to identify potential risks, provide objective trust results to clients and prevent malicious service providers from easily deceiving clients and leading to huge monetary loss [85].

In general, the trust from a service client towards a service or a service provider can be taken as being the extent to which the service client believes that the service provider can satisfy the client’s requirement with desirable performance and quality. Thus, as we have pointed out in Chapter 1, trust is a subjective belief and it is therefore best to adopt subjective probability theory [33] to deal with trust.

Some works do deal with subjective ratings [40, 91]. Jøsang [40] describes a framework for combining and assessing subjective ratings from different sources based on Dempster-Shafer belief theory. Wang and Singh [91] set up a bijection from subjective ratings to trust values with a mathematical understanding of trust in a variety of multiagent systems. However, their models use either a binary rating (positive or negative) system or a triple rating (positive, negative or uncertain) system, which is
more suitable for security-oriented or P2P file-sharing trust management systems.

As pointed out in [98], in richer service environments such as SOC or e-commerce, a rating in [0, 1] is more suitable. In [96], Xu et al. propose a reputation-enhanced QoS-based Web service discovery algorithm for service matching, ranking and selection based on existing Web service technologies. Malik et al. [61] propose a set of decentralized techniques aimed at evaluating reputation-based trust using the ratings from peers to facilitate trust-based selection and service composition. However, in these works, neither service invocation nor composite service structure are taken into account. Taking the complex structure of composite services into account, effective algorithms are needed for trust-oriented composite service selection and discovery.

5.2 Service Invocation Model

In this section, we present the definitions of our proposed service invocation graph and service invocation matrix for representing the complex structures of composite services. They are essential for our trust-oriented composite service selection and discovery algorithm, which will be introduced in Section 5.4.

5.2.1 Composite Services and Invocation Relation

A composite service is a conglomeration of services with invocation relations between them. Six atomic invocations [52, 54, 57, 69, 101] are depicted as follows and in Fig. 5.1.

- **Sequential Invocation**: A service $S$ invokes its unique succeeding service $A$. It is denoted as $Se(S : A)$ (see Fig. 5.1(a)).

- **Parallel Invocation**: A service $S$ invokes its succeeding services in parallel. E.g. if $S$ has successors $A$ and $B$, it is denoted as $Pa(S : A, B)$ (see Fig. 5.1(b)).

- **Probabilistic Invocation**: A service $S$ invokes its succeeding service with a probability. E.g. if $S$ invokes successors $A$ with the probability $p$ and $B$ with the
probability $1 - p$, it is denoted as $\Pr(S : A|p, B|1 - p)$ (see Fig. 5.1(c)).

- **Circular Invocation**: A service $S$ invokes itself $n$ times. It is denoted as $\Ci(S|n)$ (see Fig. 5.1(d)). A circular invocation can be unfolded by cloning itself $n$ times [57, 101]. Hence, it can be replaced by $\Se$ in advance.

- **Synchronous Activation**: A service $Q$ is activated only when all of its preceding services have been completed. E.g. if $Q$ has synchronous predecessors $A$ and $B$, it is denoted as $\Sy(A, B : Q)$ (see Fig. 5.1(e)).

- **Asynchronous Activation**: A service $Q$ is activated as the result of the completion of one of its preceding services. E.g. if $Q$ has asynchronous predecessors $A$ and $B$, it is denoted as $\As(A, B : Q)$ (see Fig. 5.1(f)).

With atomic invocations, some complex invocations can be depicted as Fig. 5.2, which are not clearly introduced in the existing work in this research area.

- **Probabilistic inlaid parallel invocation**, denoted as $\Pa(S : \Pr(S : A|p, B|1 - p), C)$. 

---

**Figure 5.1**: Atomic invocations

**Figure 5.2**: Complex invocations examples
• **Parallel inlaid probabilistic invocation,**
denoted as $\Pr(S : Pa(S : A, B) | p, C|1 − p)$.

• **Asynchronous inlaid synchronous activation,**
denoted as $Sy(A, As(B, C : Q) : Q)$.

• **Synchronous inlaid asynchronous activation,**
denoted as $As(A, Sy(B, C : Q) : Q)$.

### 5.2.2 An Example: Travel Plan

Here we introduce an example of composite services.

**Example 1:** Smith in Sydney, Australia is making a travel plan to attend an international conference in Stockholm, Sweden. His plan includes conference registration, an airline ticket from Sydney to Stockholm, accommodation and local transportation.

Regarding conference registration $Reg$, Smith could pay *Online* or by *Fax* with a credit card $Ccard$. Regarding accommodation reservation $Acc$, Smith could make a reservation at Hotels $Ha$, $Hb$ or $Hc$ with credit card $Ccard$. According to the hotel choice, Smith could arrange the local transportation, e.g. take a *Taxi* to $Ha$, or take a *Taxi* or a *Bus* to either $Hb$ or $Hc$. Regarding airplane booking $Air$, Smith could choose from Airlines $Aa$, $Ab$ and $Ac$, using the credit card $Ccard$ for the payment. Smith chooses the services according to their trust values. He will have a higher probability of choosing the service with a better trust value.

In this example, with a starting service $START$ and an ending service $END$, the composite services consisting of all possibilities of the travel plan can be depicted by a service invocation graph ($SIG$) (Fig. 5.3). One of all feasible travel plans is a service execution flow as depicted in Fig. 5.4.
Figure 5.3: The SIG for the travel plan of Smith

Figure 5.4: A service execution flow
5.2.3 Service Invocation Graph

The structure of a composite service can be represented by a service invocation graph \((SIG)\), with the initial definition as follows.

**Definition 23:** The *service invocation graph* \((SIG)\) is a directed graph \(G = (V, E, R)\), where \(V\) is a finite set of vertices, \(E\) is a finite set of directed edges and \(R\) is the set of atomic invocations \(Se, Pa, Pr, Ci, Sy\) and \(As\). In \(G\), each vertex \(v \in V\) represents a service. \(\forall e = (v_1, v_2) \in E (v_1, v_2 \in V)\) is a directed edge, where \(v_1\) is the *invoking vertex* and \(v_2\) is the *invoked vertex*. Here \(v_1\) is the direct predecessor of \(v_2\) and \(v_2\) is the direct successor of \(v_1\). It is denoted as \(v_1 \succeq v_2\).

**Definition 24:** Given a service invocation graph \(G = (V, E, R)\), vertex \(v_2 \in V\) is *invocational* from vertex \(v_1 \in V\) if \((v_1, v_2) \in E\) or there is a directed path \(P\) in \(G\) where \(v_1\) is the staring vertex and \(v_2\) is the ending vertex. If \(v_2\) is invocational from \(v_1\), it is denoted as \(v_1 \succ v_2\).

In addition, if \(v_1 \succ v_2, v_1\) is the predecessor of \(v_2\) and \(v_2\) is the successor of \(v_1\). Obviously, the *invocational* relation is transitive, i.e. if \(v_1 \succ v_2, v_2 \succ v_3\), then \(v_1 \succ v_3\).

**Definition 25:** In a service invocation graph, the *service invocation root* is the entry vertex without any predecessors, and the *service invocation terminal* is the exit vertex without any successors.

Based on the above definitions, \(SIG\) is well-defined as follows.

**Definition 26:** A composite service can be represented by a *service invocation graph*

\[
SIG = (V, I_p, R_p, I_s, R_s),
\]  

(5.1)

where

- In a \(SIG\), there are only one service invocation root \(START\) and only one service invocation terminal \(END\);

\(- \ V = \{v_i | v_i \text{ is a vertex, } \ v_i = START \text{ or } START \succ v_i\}\);
- $I_p = \{I_{pi}|v_i \in V\}$ and $I_{pi}$ is a set of direct predecessors invoking $v_i$, i.e. $I_{pi} = \{p_{ij}|p_{ij} \succeq v_i\}$;

- $R_p$ represents a set of activation relations between $I_p$ and $V$, which includes atomic activations $Sy$ and $As$;

- $I_s = \{I_{si}|s_{ij} \in V\}$ and $I_{si}$ is a set of direct successors invoked by $v_i$, i.e. $I_{si} = \{s_{ij}|v_i \succeq s_{ij}\}$;

- $R_s$ represents a set of invocation relations between $V$ and $I_s$, which includes atomic invocations $Se, Pa, Pr$ and $Ci$.

Let $\emptyset$ denote the empty invocation relation set. In a $SIG$, if $I_{pi} = \emptyset$, then $v_i = $START. Similarly, if $I_{si} = \emptyset$, then $v_i = $END.

**Definition 27:** A service execution flow (SEF) of a $SIG$ $G = (V, E, R)$ is a graph $G' = (V', E', R')$, where $R'$ contains $Se$, $Pa$, $Sy$ and $Ci$, $V' \subseteq V$ and $E' \subseteq E$. In addition, $\forall v' \in V'$, $v'$ is invocational from the service invocation root $START$ of $G$, and the service invocation terminal $END$ of $G$ is invocational from $v'$.

### 5.2.4 Service Invocation Matrix

In Section 5.2.3, $SIG$ provides a clear picture of service invocation relations in composite services. However, an underlying data structure is essential to represent and store vertices and invocation relations. Here we propose a service invocation matrix - an algebraic representation of composite services.

**Definition 28:** A composite service can be represented by a service invocation matrix

\[ SIM = \langle M_{ij} \rangle_{1 \leq i \leq n, 1 \leq j \leq n}, \quad (5.2) \]

where

- $n$ is the number of vertices in the composite services;
− $M_{ij} = 0$ iff there is no invocation from vertex $i$ to vertex $j$;

− $M_{ij} = < M_{ij}^{(1)}, M_{ij}^{(2)}, \ldots, M_{ij}^{(k)} >$ ($i \neq j$) represents the invocations from vertex $i$ to vertex $j$, and $k$ is the number of all invocations from $i$ to $j$;

− $M_{ij}^{(h)}$ ($1 \leq h \leq k$) is an integer which represents an invocation type from vertex $i$ to vertex $j$;

− If it is a parallel invocation, $M_{ij}^{(h)} = 2m_1$ ($m_1 = 1, 2, \ldots$), where $m_1$ increases from 1 continuously and different $m_1$ values indicate different parallel invocations $P_{a}$;

− If it is a probabilistic invocation, $M_{ij}^{(h)} = 2m_2 - 1$ ($m_2 = 1, 2, \ldots$), where $m_2$ increases from 1 continuously and different $m_2$ values indicate different probabilistic invocations $P_{r}$;

− $M_{ii}$ is an integer representing the number of circular times $C_{i}$ occurs in vertex $i$.

According to Definition 28, we have the following property.

**Property 11:** $< M_{ij}^{(1)}, M_{ij}^{(2)} > = < M_{ij}^{(2)}, M_{ij}^{(1)} >$

Taking the Travel Plan (Fig. 5.3) in Section 5.2.2 as an example, non-zero entities of the $SIM$ are listed in Table 5.1. Our proposed $SIM$ can cover all atomic invocation structures and the complex invocation structures derived from them.

### 5.3 Trust Evaluation in Composite Services

In this section, we introduce our trust evaluation models for composite services. In Section 5.3.1, a trust estimation model is proposed to estimate the trust value of each service component from a series of ratings according to Bayesian inference [30, 33], which is an important component in subjective probability theory. These ratings are provided by service clients and stored by a service trust management authority. In Section 5.3.2, a global trust computation model is proposed to compute the global trust value of a composite service based on the trust values of all service components.
Table 5.1: Non-zeros of SIM in Travel Plan

<table>
<thead>
<tr>
<th>i</th>
<th>j</th>
<th>M_{ij}</th>
<th>i</th>
<th>j</th>
<th>M_{ij}</th>
<th>i</th>
<th>j</th>
<th>M_{ij}</th>
</tr>
</thead>
<tbody>
<tr>
<td>START</td>
<td>Reg</td>
<td>&lt; 2 &gt;</td>
<td>START</td>
<td>Online</td>
<td>&lt; 1 &gt;</td>
<td>START</td>
<td>Ab</td>
<td>Ccard</td>
</tr>
<tr>
<td>START</td>
<td>Acc</td>
<td>&lt; 2 &gt;</td>
<td>START</td>
<td>Fax</td>
<td>&lt; 1 &gt;</td>
<td>START</td>
<td>Ac</td>
<td>Ccard</td>
</tr>
<tr>
<td>START</td>
<td>Air</td>
<td>&lt; 2 &gt;</td>
<td>START</td>
<td>Ccard</td>
<td>&lt; 2 &gt;</td>
<td>START</td>
<td>Online</td>
<td>Ccard</td>
</tr>
<tr>
<td>Acc</td>
<td>Ha</td>
<td>&lt; 1 &gt;</td>
<td>Hb</td>
<td>Taxi</td>
<td>&lt; 2, 1 &gt;</td>
<td>Acc</td>
<td>Fax</td>
<td>Ccard</td>
</tr>
<tr>
<td>Acc</td>
<td>Hb</td>
<td>&lt; 1 &gt;</td>
<td>Hb</td>
<td>Bus</td>
<td>&lt; 2, 1 &gt;</td>
<td>Acc</td>
<td>Ha</td>
<td>Ccard</td>
</tr>
<tr>
<td>Acc</td>
<td>Hc</td>
<td>&lt; 1 &gt;</td>
<td>Hc</td>
<td>Ccard</td>
<td>&lt; 2 &gt;</td>
<td>Hb</td>
<td>Taxi</td>
<td>&lt; 1 &gt;</td>
</tr>
<tr>
<td>Air</td>
<td>Aa</td>
<td>&lt; 1 &gt;</td>
<td>Hc</td>
<td>Taxi</td>
<td>&lt; 2, 1 &gt;</td>
<td>Aa</td>
<td>Ccard</td>
<td>END</td>
</tr>
<tr>
<td>Air</td>
<td>Ab</td>
<td>&lt; 1 &gt;</td>
<td>Hc</td>
<td>Bus</td>
<td>&lt; 2, 1 &gt;</td>
<td>Aa</td>
<td>END</td>
<td>&lt; 1 &gt;</td>
</tr>
<tr>
<td>Air</td>
<td>Ac</td>
<td>&lt; 1 &gt;</td>
<td>Aa</td>
<td>Ccard</td>
<td>&lt; 1 &gt;</td>
<td>Bus</td>
<td>END</td>
<td>&lt; 1 &gt;</td>
</tr>
</tbody>
</table>

5.3.1 Trust Estimation Model

Since subjective probability is a person’s degree of belief concerning a certain event [30, 33], the trust rating in [0, 1] of a service given by a service client can be taken as the subjective possibility with which the service provider can perform the service satisfactorily. Hence, subjective probability theory is the right tool for dealing with trust ratings. In this chapter, we adopt Bayesian inference, which is an important component in subjective probability theory, to estimate the trust value of a provided service from a set of ratings. Each rating is a value in [0, 1] evaluated from the subjective judgements of a service client.

The primary goal of Bayesian inference [30, 33] is to summarize the available information that defines the distribution of trust ratings through the specification of probability density functions, such as prior distribution and posterior distribution. The prior distribution summarizes the subjective information about the trust prior to obtaining the ratings sample \( x_1, x_2, \ldots, x_n \). Once the sample is obtained, the prior distribution can be updated. The updated probability distribution on trust ratings is called the posterior distribution, because it reflects probability beliefs posterior to analyzing ratings.

According to [35], if all service clients give ratings for the same service, the pro-
vided ratings conform to a normal distribution. The complete set of ratings can be collected based on honest-feedback-incentive mechanisms [42, 43]. Let \( \mu \) and \( \sigma \) denote the mean and the variance of ratings in the normal distribution. Thus, a sample of ratings \( x_1, x_2, \ldots, x_n \) (\( x_i \in [0, 1] \)) has the normal density with mean \( \mu \) and variance \( \sigma \). In statistics, when a ratings sample with size \( n \) is drawn from a normal distribution with mean \( \mu \) and variance \( \sigma \), the mean of the ratings sample also conforms to a normal distribution which has mean \( \mu \) and variance \( \sigma / \sqrt{n} \) [30]. Let \( \delta \in [0, 1] \) denote the prior subjective belief about the trust of a service that a client is requesting. We can assume that the prior normal distribution of \( \mu \) has mean \( \delta \) and variance \( \sigma / \sqrt{n} \), i.e.

\[
f(\mu) = \begin{cases} \frac{\sqrt{n}}{\sigma \sqrt{2\pi}} e^{-\frac{(\mu-\delta)^2}{2\sigma^2}}, & 0 < \mu < 1; \\ 0, & \text{otherwise}. \end{cases} \tag{5.3}
\]

Given \( \mu \), the joint conditional density of the ratings sample is

\[
f(x_1, x_2, \ldots, x_n | \mu) = \frac{1}{\sigma^n (2\pi)^{n/2}} e^{-\frac{\sum(x_i - \mu)^2}{2\sigma^2}} = \frac{1}{\sigma^n (2\pi)^{n/2}} e^{-\frac{\sum x_i^2 - 2\mu \sum x_i + n\mu^2}{2\sigma^2}}. \tag{5.4}\]

Hence, the joint density of the ratings sample and \( \mu \) is

\[
f(x_1, \ldots, x_n; \mu) = \frac{\sqrt{n}}{\sigma^{n+1} (2\pi)^{n+1/2}} e^{-\frac{\sum x_i^2 - 2\mu \sum x_i + n\mu^2 + n(\mu - \delta)^2}{2\sigma^2}}. \tag{5.5}\]

Based on Eq. (5.5), the marginal density of the ratings sample is

\[
f(x_1, x_2, \ldots, x_n) = \frac{\sqrt{n}}{\sigma^{n+1} (2\pi)^{n+1/2}} e^{-\frac{\sum x_i^2 + n\delta^2}{2\sigma^2}} \int_{-\infty}^{\infty} e^{-\frac{n\mu^2 - n\delta \mu + \Sigma x_i^2}{-2\sigma^2}} d\mu = \frac{\sqrt{n}}{\sigma^{n+1} (2\pi)^{n+1/2}} e^{-\frac{\sum x_i^2 + n\delta^2 - n(\mu - \delta)^2}{2\sigma^2}} \int_{-\infty}^{\infty} e^{-\frac{n\mu^2 - n\delta \mu + \Sigma x_i^2}{-2\sigma^2}} d\mu = \frac{1}{\sqrt{2\sigma^n (2\pi)^{n/2}}} e^{-\frac{\sum x_i^2 + n\delta^2 - n(\mu - \delta)^2}{-2\sigma^2}}, \tag{5.6}\]

since a normal density has to integrate to 1.
Thus, the posterior density for $\mu$ is

$$f(\mu|x_1, x_2, \ldots, x_n) = \frac{f(x_1, x_2, \ldots, x_n; \mu)}{f(x_1, x_2, \ldots, x_n)} = \frac{\sqrt{n}}{\sigma\sqrt{\pi}} e^{-\frac{(\mu - \bar{x} + \delta)^2}{\sigma^2}}.$$  \hspace{1cm} (5.7)

Therefore, the posterior distribution of $\mu$ is normal with mean $\bar{x} + \delta$ and variance $\sigma/\sqrt{2n}$. If the loss function is estimated by squared error [30, 33], the mean of the posterior normal distribution can be used as the estimation of the trust value from ratings. Hence,

**Theorem 7:** The Bayesian estimation of the trust value of a service with $n$ ratings $x_1, x_2, \ldots, x_n (x_i \in [0, 1])$ is

$$T(x_1, x_2, \ldots, x_n, \delta) = \frac{\bar{x} + \delta}{2} = \frac{\sum_{i=1}^{n} x_i + n\delta}{2n},$$  \hspace{1cm} (5.8)

where $\delta \in [0, 1]$ denotes the requesting client’s prior subjective belief about the trust.

If the requesting client has no prior subjective information about the trust of the requested service, by default, let $\delta = \frac{1}{2}$ since $\frac{1}{2}$ is the middle point of $[0, 1]$ representing the neutral belief between distrust and trust. After the Bayesian inference, the Bayesian estimation of trust can be taken as the requesting client’s prior subjective belief about the trust for the Bayesian inference next time.

Now we can estimate the trust of a requested service by combining the requesting client’s prior subjective belief about the trust and ratings. Since trust is subjective, it is more reasonable to include the requesting client’s prior subjective belief about the trust in trust evaluation.

### 5.3.2 Global Trust Computation in Composite Services

Our goal is to select the optimal service execution flow (SEF) from multiple SEFs in a SIG aiming at maximizing the global trust value of SEF, which is determined by the trust values of the vertices and invocation relations between vertices in the SEF.

According to Definition 27, in SEF we only need consider S in (Fig. 5.1 (a)), Pa
(Fig. 5.1 (b)) and Sy (Fig. 5.1 (e)). With Se and Pa, Sy in a SEF can be determined. As a SEF is an end-to-end graph, if in the SEF there is a Pa, with which a service invokes its succeeding services in parallel, there must be a Sy, with which a service is activated by its preceding services in parallel.

Hence, there are two kinds of atomic structures to determine the trust value of a SEF: Se and Pa. Se in the SEF can be selected from the service invocation relation Se (Fig. 5.1(a)) or Pr (Fig. 5.1(c)) in the SIG. Pa in the SEF can be selected from the service invocation relation Pa (Fig. 5.1 (b)) in the SIG.

**Definition 29:** The global trust value $T_g$ of an Se structure where service $S$ uniquely invokes service $A$ (see Fig. 5.1 (a)) can be computed by

$$T_g = T_S \cdot T_A,$$

(5.9)

where $T_S$ and $T_A$ are the trust values of $S$ and $A$ respectively, which are evaluated from Theorem 7. As $S$ and $A$ are independent, the probability that $S$ and $A$ both occur is equal to the product of the probability that $S$ occurs and the probability that $A$ occurs.

**Definition 30:** The global trust value $T_g$ of a Pa structure where service $S$ invokes services $A$ and $B$ in parallel (see Fig. 5.1 (b)) can be computed from $T_S$ and the combined trust value $T_{AB}$ by Definition 29, and

$$T_{AB} = \frac{\omega_{CCS_A}}{\omega_{CCS_A} + \omega_{CCS_B}} \cdot T_A + \frac{\omega_{CCS_B}}{\omega_{CCS_A} + \omega_{CCS_B}} \cdot T_B,$$

(5.10)

where $T_S$, $T_A$ and $T_B$ are the trust values of $S$, $A$ and $B$ respectively, which are evaluated from Theorem 7. $\omega_{CCS_A}$ and $\omega_{CCS_B}$ are weights for $A$ and $B$ respectively, which are specified in a requesting client’s preference or specified as the default value by the service trust management authority.

According to Definitions 29 & 30, each atomic structure Se or Pa can be converted to a single vertex. Hence, in the process of trust computation, a SEF consisting of
Se and Pa structures can be incrementally converted to a single vertex with its trust value computed as the global trust. Therefore, the global trust evaluation of the SEF algorithm has the following steps (For details, please refer to [52]):

**Step 1**  Firstly the trust value of each atomic Se structure in the SEF can be computed by using Definition 29. Each computed atomic Se structure is then taken as a vertex in the SEF.

**Step 2**  After that, the trust value of each atomic Pa structure is computed by using Definition 30. Similarly, each computed atomic Pa structure is then taken as a vertex in the SEF.

**Step 3**  The computations in Steps 1 & 2 repeat until the final SEF is simplified as a vertex, and the global trust value is obtained.

The details of global trust evaluation of SEF are illustrated in Algorithm 7.

### 5.4 Trust-Oriented Composite Service Selection

Here we assume that a service trust management authority stores a large volume of services with their ratings. In response to a client’s request, the service trust management authority first generates a SIG containing all relevant services and invocation relations. Then, the trust-oriented service selection and discovery algorithm is applied to find the optimal SEF with the maximized global trust value.

#### 5.4.1 Longest SEF Algorithm

If there are only Pr (probabilistic invocation) structures in a SIG (i.e. there are only Se (sequential invocation) structures in the SEF), the SEF is a path in the SIG. In this case, the longest SEF algorithm is applied when searching for the optimal SEF with the largest trust value.
Algorithm 7 Global Trust Evaluation Algorithm of SEF

Input: a SEF, trust value for each vertex.
Output: the global trust value of SEF $T_{global}$.

1: let the starting service of SEF be root, and the ending service of SEF be terminal;
2: while there is more than one vertices in SEF do
3: initialize vector Container to contain root;
4: while Container $\neq \emptyset$ do
5: select a vertex $v$ in Container;
6: remove $v$ from Container;
7: let vectors $Se$ and $Pa$ be the $Se$ and $Pa$ structures from $v$;
8: if vector $Se \neq \emptyset$ then
9: if only $v$ invokes $Se$ then
10: // global trust evaluation of Se (lines 11-17)
11: let $vSe$ be the vertex which is merged from $v$ and $Se$;
12: let the predecessors of $v$ be those of $vSe$;
13: let the successors of $Se$ be those of $vSe$;
14: remove all the edges to $v Se$ in SEF;
15: remove all the edges from $Se$ in SEF;
16: let the weight of $v$ be that of $vSe$;
17: let $T_{vSe}$ be the trust value of $vSe$ based on Definition 29;
18: $T_{global} \leftarrow T_{vSe}$
19: add $v Se$ into Container;
20: else
21: if $Se$ is not terminal and $Se$ is not in Container then
22: add $Se$ into Container;
23: end if
24: end if
25: end if
26: if vector $Pa \neq \emptyset$ then
27: for all $Pa(i)$ in $Pa$ do
28: if $Pa(i)$ is not terminal and $Pa(i)$ is not in Container then
29: add $Pa(i)$ into Container;
30: end if
31: end for
32: for all $Pa(j)$ in $Pa$ do
33: let $Se_j$ and $Pa_j$ be the $Se$ and $Pa$ structures from $Pa(j)$;
34: for all $Pa(i)$ in $Pa(j)$ do
35: let $Se_i$ and $Pa_i$ be the $Se$ and $Pa$ structures from $Pa(i)$;
36: if $Se_i = Se_j$ and $Pa_i = \emptyset$ and $Pa_j = \emptyset$ then
37: // global trust evaluation of Pa (lines 38-44)
38: let $vPa$ the vertex merged from $Pa(i)$ and $Pa(j)$;
39: let the successors of $Se_i$ be those of $vPa$;
40: let the predecessors of $Pa(i)$ and $Pa(j)$ be those of $vPa$;
41: remove all the edges from $v Pa$ to $Pa(i)$ and $Pa(j)$;
42: remove all the edges from $Pa(i)$ and $Pa(j)$ to $Se_i$;
43: let the sum of weights of $Pa(i)$ and $Pa(j)$ be that of $vPa$;
44: let $T_{vPa}$ be the trust value of $vPa$ based on Definition 30;
45: $T_{global} \leftarrow T_{vPa}$
46: if $Pa_i$ or $Pa_j$ is in Container then
47: remove $Pa_i$ or $Pa_j$ from Container;
48: end if
49: end if
50: end for
51: end if
52: end if
53: end while
54: end while
55: return $T_{global}$

By extending Dijkstra’s shortest path algorithm [21], the longest SEF algorithm is used to find an execution flow (path) from START to END so that the multiplication of
trust values of all vertices in the path is maximal according to Definition 29.

Formally, given a weighted graph consisting of set \( V \) of vertices and set \( E \) of edges, find a flow (path) \( P \) from the service invocation root \( START \in V \) to the service invocation terminal \( END \in V \) so that

\[
\prod_{v_j \in P, v_j \in V} (T(x_1(v_j), x_2(v_j), \ldots, x_n(v_j), \delta_j)) \tag{5.11}
\]

is the maximal among all flows (paths) from \( START \) to \( END \), where \( x_i(v_j) \) denotes a rating for vertex \( v_j \) and \( \delta_j \) denotes the requesting client’s prior subjective belief about the trust of vertex \( v_j \).

### 5.4.2 Monte Carlo Method Based Algorithm (MCBA)

If there are only \( Pa \) structures in a \( SIG \), the unique \( SEF \) is the same as the \( SIG \).

If a \( SIG \) consists of both \( Prs \) and \( Pas \), since there is no existing method to consider the kind of structure we have analyzed in Section 5.1, we propose using a Monte Carlo method based algorithm (MCBA) to find the optimal \( SEF \).

The Monte Carlo method [24] is a computational algorithm which relies on repeated random sampling to compute results. It tends to be adopted when it is infeasible to compute an exact result using a deterministic algorithm. The Monte Carlo method is useful for modeling phenomena with significant uncertainty in inputs, such as the calculation of risk in business [24]. The specific areas of application of the Monte Carlo method include computational physics, physical chemistry, global illumination computations, finance and business, and computational mathematics (e.g. numerical integration and numerical optimization) [24, 71]. It is also one of the techniques for solving NP-complete problems [24, 71]. Generally, the Monte Carlo method consists of four steps: (1) defining a domain of inputs, (2) generating inputs randomly, (3) performing a computation on each input, and (4) aggregating the results into the final result.
§5.4 Trust-Oriented Composite Service Selection

The main strategy in MCBA is as follows. In a SIG, the direct successors of a service need to be selected according to their trust values. Usually, the direct successor with a larger trust value is preferred, which indicates higher probability to be invoked, and vice versa. Then, according to this, a uniform distributed random number is generated to decide which succeeding service is selected.

When determining the optimal SEF from a SIG, we only need MCBA for Pr structures. Let’s take Pr in Fig. 5.1(c) as an example to explain the details of our MCBA. If successor A has a trust value $T_A$ from Theorem 7 and successor B has a trust value $T_B$ from Theorem 7, the probability for vertex S to choose successor A is

$$P_A = \frac{T_A}{T_A + T_B}. \quad (5.12)$$

Similarly, the probability to choose successor B is

$$P_B = \frac{T_B}{T_A + T_B}. \quad (5.13)$$

Obviously, $0 < P_A, P_B < 1$. A uniform distributed random number $r_0$ in $(0, 1)$ is then generated to decide which successor is chosen. In detail, if $r_0 < P_A$, successor A is chosen; if $P_A < r_0 < P_A + P_B = 1$, successor B is chosen.

Therefore, given a SIG, a SEF could be obtained by repeating the MCBA from the service invocation root START until the service invocation terminal END is reached. Once a SEF is generated, its global trust value can be calculated by using the global trust computation algorithm proposed in Section 5.3.2. By repeating this process for $l$ simulation times, a set of SEFs can be generated, from which the locally optimal SEF with the maximal global trust value can be obtained. A high value of $l$ is necessary to obtain the optimal solution. The MCBA for composite service selection and discovery is illustrated in Algorithm 8.

In Theorem 7, the trust estimation algorithm has a complexity of $O(n)$ with $n$ ratings. Hence, in global trust computation algorithm in Section 5.3.2, the complexity
Algorithm 8 MCBA for Composite Service Selection and Discovery

**Input:** Simulation times \( l \); SIM, and service ratings Reputation.

**Output:** The optimal SEF with maximum global trust value \( Trust_{global} \).

1. let \( Trust \) be the trust value for each service evaluated from Reputation by Theorem 7;
2. for all \( i \) such that \( 1 \leq i \leq l \) do
3. initialize \( active = \{ root \} \), \( SEF = \{ root \} \);
4. while \( active \neq \emptyset \) do
5. select a vertex \( vertex \) from \( active \), and remove \( vertex \) from \( active \);
6. let vectors \( Pr \) and \( Pa \) be the \( Pr \) and \( Pa \) structures from \( vertex \);
7. if vector \( Pa \neq \emptyset \) then
8. if \( vertex \) is in \( SEF \) then
9. for all \( Pa(j) \) in \( Pa \) do
10. if \( Pa(j) \) is not in \( SEF \) then
11. add \( Pa(j) \) into \( SEF \)
12. end if
13. end for
14. end if
15. for all \( Pa(j') \) in \( Pa(j) \) do
16. if \( Pa(j') \) is not terminal and \( Pa(j') \) is not in \( active \) then
17. add \( Pa(j') \) into \( active \)
18. end if
19. end for
20. end if
21. if vector \( Pr \neq \emptyset \) then
22. if \( vertex \) is in \( SEF \) then
23. if none of \( Pr \) is in \( SEF \) then
24. for all \( Pr(k) \) in \( Pr \) do
25. generate a uniform distributed random number \( rand \) in \([0, 1]\);
26. select the smallest \( k' \) such that \( rand < Trust(k') / \text{sum}(Trust(k)) \)
27. end for
28. add \( Pr(k') \) in \( SEF \)
29. end if
30. end if
31. if \( Pr(k') \) is not terminal and \( Pr(k') \) is not in \( active \) then
32. add \( Pr(k') \) into \( active \)
33. end if
34. end if
35. end while
36. let \( Trust_{SEF} \) be the trust value of \( SEF \) according to Global Trust Computation Algorithm
37. \( Trust_{global} = \max Trust_{SEF} \);
38. end for
39. return optimal \( SEF \) and \( Trust_{global} \).

of trust evaluation for a composite service with \( N \) services is \( O(nN) \). Therefore, MCBA with \( l \) simulations incurs a complexity of \( O(nlN) \).
5.4 Trust-Oriented Composite Service Selection

Table 5.2: Ratings and subjective belief of each service component in the travel plan

<table>
<thead>
<tr>
<th></th>
<th>Reg</th>
<th>Acc</th>
<th>Air</th>
<th>Online</th>
<th>Fax</th>
<th>Ha</th>
<th>Hb</th>
</tr>
</thead>
<tbody>
<tr>
<td>x₁</td>
<td>0.88</td>
<td>0.83</td>
<td>0.78</td>
<td>0.92</td>
<td>0.51</td>
<td>0.17</td>
<td>0.35</td>
</tr>
<tr>
<td>x₂</td>
<td>0.84</td>
<td>0.82</td>
<td>0.87</td>
<td>0.92</td>
<td>0.38</td>
<td>0.18</td>
<td>0.32</td>
</tr>
<tr>
<td>x₃</td>
<td>0.97</td>
<td>0.85</td>
<td>0.77</td>
<td>0.94</td>
<td>0.25</td>
<td>0.22</td>
<td>0.46</td>
</tr>
<tr>
<td>x₄</td>
<td>0.87</td>
<td>0.82</td>
<td>0.83</td>
<td>0.96</td>
<td>0.40</td>
<td>0.12</td>
<td>0.34</td>
</tr>
<tr>
<td>x₅</td>
<td>0.91</td>
<td>0.74</td>
<td>0.79</td>
<td>0.95</td>
<td>0.41</td>
<td>0.16</td>
<td>0.28</td>
</tr>
<tr>
<td>δ</td>
<td>0.92</td>
<td>0.85</td>
<td>0.91</td>
<td>0.95</td>
<td>0.32</td>
<td>0.20</td>
<td>0.50</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Hc</th>
<th>Aa</th>
<th>Ab</th>
<th>Ac</th>
<th>Ccard</th>
<th>Taxi</th>
<th>Bus</th>
</tr>
</thead>
<tbody>
<tr>
<td>x₁</td>
<td>0.89</td>
<td>0.30</td>
<td>0.95</td>
<td>0.25</td>
<td>0.95</td>
<td>0.94</td>
<td>0.32</td>
</tr>
<tr>
<td>x₂</td>
<td>0.86</td>
<td>0.36</td>
<td>0.98</td>
<td>0.30</td>
<td>0.95</td>
<td>0.86</td>
<td>0.37</td>
</tr>
<tr>
<td>x₃</td>
<td>0.82</td>
<td>0.34</td>
<td>0.91</td>
<td>0.24</td>
<td>0.96</td>
<td>0.86</td>
<td>0.34</td>
</tr>
<tr>
<td>x₄</td>
<td>0.87</td>
<td>0.29</td>
<td>0.91</td>
<td>0.31</td>
<td>0.96</td>
<td>0.89</td>
<td>0.18</td>
</tr>
<tr>
<td>x₅</td>
<td>0.88</td>
<td>0.41</td>
<td>0.97</td>
<td>0.29</td>
<td>0.96</td>
<td>0.90</td>
<td>0.35</td>
</tr>
<tr>
<td>δ</td>
<td>0.91</td>
<td>0.32</td>
<td>0.92</td>
<td>0.51</td>
<td>0.98</td>
<td>0.89</td>
<td>0.33</td>
</tr>
</tbody>
</table>

Table 5.3: Weights of service components in Pa

<table>
<thead>
<tr>
<th></th>
<th>Reg</th>
<th>Acc</th>
<th>Air</th>
<th>Ccard</th>
<th>Taxi</th>
<th>Ccard</th>
<th>Bus</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.1</td>
<td>0.3</td>
<td>0.6</td>
<td>0.6</td>
<td>0.4</td>
<td>0.6</td>
<td>0.4</td>
</tr>
</tbody>
</table>

5.4.3 Experiments on Trust-Oriented Composite Service Selection

In this section, we will illustrate the results of conducted experiments for studying our proposed MCBA.

5.4.3.1 Comparison on Travel Plan Composite Services

In this experiment, we compare our proposed MCBA with the exhaustive search method by applying them to the travel plan composite services (with 16 vertices and 30 SEFs). The corresponding ratings and Smith’s prior subjective belief regarding each service component are listed in Table 5.2. The weights of service components in all Pa structures of the composite services are listed in Table 5.3.
The exhaustive search method is inefficient as it aims to enumerate all solutions. In Menascé’s work [69], the exhaustive search method is adopted to calculate the execution time and cost of all SEFs in a composite service.

According to the global trust computation algorithm in Section 5.3.2, the global trust value $T_i$ of $SEF_i$ ($i = 1, 2, \ldots, 30$) can be calculated.

**Definition 31:** With the global trust value $T_i$ of $SEF_i$, let trust-based $SEF$ optimality be

$$O_T(T_i) = \frac{T_i}{\max(T_i)}. \tag{5.14}$$

In the corresponding histogram, the $O_T(T_i)$ values of 30 SEFs are plotted in Fig. 5.5. From this, we can observe that 80% of $O_T(T_i)$ values are less than 0.8, implying that if we choose a $SEF$ randomly, it is very likely that we will obtain a $SEF$ with a low trust value.

In the MCBA, there are multiple simulations. In each of these, a $SEF$ is generated and its global trust value is calculated. After $l$ simulations, a locally optimal $SEF$ can
be obtained from \( l \) generated \( SEF \)s. In order to study the distribution of the global trust of locally optimal \( SEF \)s, we take \( l \) simulations as a repetition and repeat for \( m \) times.

Our experiments use Matlab 7.6.0.324 (R2008a) running on a Dell Vostro V1310 laptop with an Intel Core 2 Duo T5870 2.00GHz CPU and a 3GB RAM. \( l \), the number of simulation times, is set from 1 to 100. \( m \), the number of repetition times, is set from 1 to 100. The experiment results are plotted in Fig. 5.6. We could observe that with a fixed number of repetitions, the more simulations, the closer to 1 \( O_T \) becomes. More simulations thus lead to a higher probability that the optimal \( SEF \) will be obtained.

Furthermore, we compare the execution time of the \( MCBA \) with that of the exhaustive search method. Each CPU time in this chapter is the average of ten independent executions. In Fig. 5.7, we can observe that when the number of simulation times is \( l \leq 82 \), our \( MCBA \) is faster than the exhaustive search method. From Figs 5.7 and 5.6, we can see that the probability of obtaining the optimal \( SEF \) is 97% when there are 20 simulations, whereas the execution time of our \( MCBA \) is 27% of that of the exhaustive
search method. According to Table 5.2, theoretically the probability of obtaining the optimal SEF for each simulation in the MCBA is 17.8%, due to SIG and the strategy in the MCBA proposed in Section 5.4.2. Hence, after 20 simulations, theoretically the MCBA has the probability of 98.04% of obtaining the optimal SEF. Hence, the experiment result regarding the probability of obtaining the optimal SEF confirms the theoretical conclusion.

With this simple travel plan example, the MCBA outperforms the exhaustive search method. More significant performance differences can be observed with some complex composite services, which will be introduced in the next section.

5.4.3.2 Comparison of Complex Composite Services

In this experiment, we further compare our proposed Monte Carlo method based algorithm (MCBA) with the exhaustive search method on three more complex composite services. The number of vertices of these composite services is 35, 52 and 100 respectively. The numbers of Ses, Pas, Prs, Sys, Ass and SEFs in the corresponding
### Table 5.4: Structure of complex composite services

<table>
<thead>
<tr>
<th>Number of vertices</th>
<th>Ses</th>
<th>Pas</th>
<th>Prs</th>
<th>Sys</th>
<th>Ass</th>
<th>SEFs</th>
</tr>
</thead>
<tbody>
<tr>
<td>35</td>
<td>17</td>
<td>8</td>
<td>11</td>
<td>4</td>
<td>11</td>
<td>$1.8 \times 10^4$</td>
</tr>
<tr>
<td>52</td>
<td>24</td>
<td>13</td>
<td>16</td>
<td>7</td>
<td>16</td>
<td>$5.4 \times 10^4$</td>
</tr>
<tr>
<td>100</td>
<td>51</td>
<td>24</td>
<td>32</td>
<td>12</td>
<td>32</td>
<td>$2.92 \times 10^9$</td>
</tr>
</tbody>
</table>

### Table 5.5: CPU time in seconds of different examples

<table>
<thead>
<tr>
<th>Number of vertices</th>
<th>16</th>
<th>35</th>
<th>52</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability to obtain the optimal SEF for each simulation</td>
<td>17.84%</td>
<td>14.31%</td>
<td>5.71%</td>
<td>0.33%</td>
</tr>
<tr>
<td>Number of simulation times in MCBA</td>
<td>20</td>
<td>20</td>
<td>52</td>
<td>925</td>
</tr>
<tr>
<td>Probability to obtain the optimal SEF for MCBA</td>
<td>98.04%</td>
<td>95.45%</td>
<td>95.29%</td>
<td>95.12%</td>
</tr>
<tr>
<td>CPU time (seconds) of MCBA</td>
<td>0.0695</td>
<td>0.3219</td>
<td>0.8625</td>
<td>34.51</td>
</tr>
<tr>
<td>CPU time (seconds) of exhaustive search method</td>
<td>0.2578</td>
<td>17.09</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Composite services are listed in Table 5.4.

In this experiment, we use the same platform as the experiment in Section 5.4.3.1. This produces the following results, which are also listed in Table 5.5.

1. In the case of composite service with 35 vertices, the MCBA takes 0.3219 of a second to finish 20 simulations with the probability of 95.45% of obtaining the optimal SEF, while the exhaustive search method takes 17.09 seconds.

2. When the number of vertices becomes 52, our MCBA takes 0.8625 of a second to finish 52 simulations, with which the probability of obtaining the optimal SEF is 95.29%. However, over the same time period, the exhaustive search method can only search 0.42% of $5.4 \times 10^4$ SEFs.

3. When taking 1000 times of the MCBA CPU time, this time can only search approximately 1% of all SEFs. We further apply our MCBA to a composite service with 100 vertices. It takes 34.51 seconds to finish 925 simulations with a probability of 95.12% of obtaining the optimal SEF. In contrast, when taking...
the same time, the exhaustive search method can only search \((9.56 \times 10^{-6})%\) of \(2.92 \times 10^9\) SEFs. When taking 100 times of the MCBA CPU time, it can only search \((1.01 \times 10^{-5})%\) of all SEFs.

In the case of a composite service with 100 vertices, the results of the MCBA are plotted in Fig. 5.8. When there are \(l = 925\) simulation times, the MCBA can reach the optimal solution with a probability of \(95.2\%\). Also it has a great chance to obtain the near-optimal solution, even when \(l\) is as small as 200. For example, in Fig. 5.8, when \(l\) is 200 the probability for the trust-based SEF optimality to be \(O_T \geq 0.82\) is about \(95.7\%\).

In summary, our proposed MCBA can obtain a near-optimal SEF after some simulations. As the CPU time for a single simulation in MCBA is extremely short, our experiments have illustrated that the overall performance of the MCBA is good even with complex composite services. In addition, MCBA is suitable for parallel computing since each simulation in MCBA is independent. This can greatly speed up computa-
tions and shorten the overall CPU time. Thus, our proposed MCBA is effective and efficient.

5.5 Trust-Oriented Composite Service Selection with QoS Constraints

In SOC environments, Quality of Service (QoS) is essential when a set of quality metrics have to be achieved during service provision. These non-functional metrics should be measurable and constitute a description of what a service can offer. The QoS of IT services is often expressed in terms of capacity, latency, bandwidth, number of service requests, number of incidents, etc. When a client looks for a service from a large set of services offered by different providers, in addition to functionality and trust, QoS is a key factor for service selection.

In SOC environments, to satisfy the specified functionality and QoS requirements, a service may invoke other services forming a composite service with complex invocations and trust dependencies among its component services [69]. Meanwhile, given a set of various services, different compositions may lead to different service structures. Although these certainly enrich service provision, they greatly increase computation complexity and thus make trustworthy service selection with QoS constraints a very challenging task.

Taking trust evaluation and the complex structure of composite services into account, effective algorithms are needed for trust-oriented composite service selection with QoS constraints, and are expected to be more efficient than the existing approaches [69, 101].

Here we assume that a service trust management authority stores a large volume of services with their ratings. In response to a client’s request, the service trust management authority first generates a SIG containing all relevant services and invocation relations. Then, the trust-oriented QoS constrained service selection algorithm is ap-
plied to find the most trustworthy SEF satisfying QoS constraints.

5.5.1 Related Work on Composite Service Selection with QoS Constraints

With different kinds of invocations, including parallel invocation, composite service selection with QoS constraints can be modeled as the Multi-Constrained Optimal Path (MCOP) problem, and several algorithms have been proposed to process the MCOP selection. In [69], an exhaustive search method is adopted to measure service execution time and cost involving probabilistic, parallel, sequential and fastest-predecessor-triggered invocations. However, its algorithm complexity is exponential. In [46], the H_MCOP algorithm is proposed to select the multi-constrained optimal path with the utility function

$$g_{\lambda}(p) = \sum_{i=1}^{m} \left( \frac{q_i(p)}{Q_i} \right)^{\lambda},$$  \hspace{1cm} (5.15)

where $\lambda \geq 1$; $q_i(p)$ is the aggregated value of the $i^{th}$ QoS attribute of path $p$; $Q_i$ is the $i^{th}$ QoS constraint of path $p$. This algorithm adopts both the backward and the forward Dijkstra’s algorithm [21] in optimal path selection. In [101], the MCSP_K algorithm is proposed to process the QoS-driven composite service selection. By taking the utility function

$$\xi(p) = \max \{ \left( \frac{q_i(p)}{Q_i} \right) \},$$  \hspace{1cm} (5.16)

this algorithm keeps the paths with up to $K$ minimum $\xi$ values at each intermediate service component, i.e. it keeps only $K$ paths from the service invocation root to each intermediate service component. This $K$-path selection strategy aims to reduce the searching space and thus avoid excessive overhead in obtaining the near-optimal solution. Nevertheless, none of these works address any aspect of trust.
5.5.2 QoS Constrained Monte Carlo Method Based Algorithm

The trust-oriented composite service selection with QoS constraints can be modeled as the Multi-Constrained Optimal Path (MCOP) problem, which is an NP-complete problem [46, 101].

In composite services, each service component can be associated with multiple QoS attributes, which can be roughly classified as additive or non-additive [46].

- The aggregated value of a SEF with respect to an additive QoS attribute, such as delay, cost, execution time, etc, is given by the sum of the QoS values of service components along that SEF [69]. In addition, multiplicative constraints, such as reliability, can be transformed into additive constraints [46].

- In contrast, for non-additive QoS attributes (e.g. bandwidth), the aggregated value of a SEF is determined by the value of that QoS attribute at the bottleneck.

It is known that constraints associated with non-additive QoS attributes can be easily dealt with by using a preprocessing step, pruning away all service components that do not satisfy these constraints to simplify the structure of the composite services [46].

Therefore, in this chapter we will mainly focus on additive QoS attributes and assume that composite service selection with QoS constraints is only based on additive QoS attributes.

Selecting the optimal SEF with QoS constraints is a NP-complete problem [46, 101]. For this problem, we propose a QoS constrained Monte Carlo method based algorithm (QC_MCB_A) to find the most trustworthy SEF satisfying QoS constraints.

The main strategy in QC_MCB_A is as follows. In a SIG, the direct successor of a service needs to be selected according to the values of the utility function defined by

\[
U_{QoS}(X) = \begin{cases} 
\omega_T \cdot T(X) + \sum_{i=1}^{m_{QoS}} \left( \frac{Q_i - q_i(X)}{Q_i} \right)^{\omega_{QoS}}, & \forall Q_i \geq q_i(X) \\
0, & \forall Q_i < q_i(X)
\end{cases}, \quad (5.17)
\]
where $\omega_T$ and $\omega_{QoS}$ ($\omega_{QoS} \geq 1$) are the weights for trust and all QoS attributes respectively specified in a requesting client’s preference or specified as default values by the service trust management authority; $T(X)$ is the trust value of direct successor $X$ computed following Theorem 7; $q_i(X)$ is the aggregated value of the $i^{th}$ QoS attribute about $SEF'$, which is part of the $SEF$ from the service invocation root to service component $X$; $Q_i$ is the $i^{th}$ QoS constraint and $m_{QoS}$ is the total number of QoS constraints.

In $QC\_MCBA$, the direct successor with a larger utility value is preferred, which indicates that a higher probability will be invoked. Then, according to this, a uniform distributed random number is generated to decide which succeeding service is selected. When determining the optimal $SEF$ with QoS constraints from a $SIG$, we only need to use $QC\_MCBA$ for $Pr$ structures. Let’s take the $Pr$ structure in Fig. 5.1(c) as an example to explain the details of $QC\_MCBA$. If successor $A$ has the utility value $U_{QoS}(A)$ and successor $B$ has the utility value $U_{QoS}(B)$, the probability for vertex $S$ to select successor $A$ is

$$P_A = \frac{U_{QoS}(A)}{U_{QoS}(A) + U_{QoS}(B)}. \quad (5.18)$$

Similarly, the probability to select successor $B$ is

$$P_B = \frac{U_{QoS}(B)}{U_{QoS}(A) + U_{QoS}(B)}. \quad (5.19)$$

Obviously, $0 < P_A, P_B < 1$. Then, a uniform distributed random number $r_0$ in $(0, 1)$ is generated to decide which successor is selected. In detail, if $r_0 < P_A$, successor $A$ is selected; if $P_A < r_0 < P_A + P_B = 1$, successor $B$ is selected.

Therefore, given a $SIG$, a feasible $SEF$ satisfying QoS constraints could be obtained by repeating $QC\_MCBA$ from the $START$ until $END$ is reached. Once a feasible $SEF$ is generated, its global trust value can be calculated by the global trust computation algorithm in Section 5.3.2. By repeating this process for $l$ simulation times, a set of feasible $SEF$s can be generated from which the locally optimal QoS constrained $SEF$ with the maximal global trust value can be obtained. The value of $l$ determines
the performance and overhead of QC_MCBA. If $l$ is large enough, this algorithm can obtain the optimal solution, but its computational cost will be very high.

Our proposed MCBA & QC_MCBA are not designed to consider all SEFs in composite services. If we know the information of service components (e.g. trust values and QoS values), after $l$ simulation times, a set of feasible SEFs with better trust values are generated, from which the locally optimal SEF can be obtained. Therefore, the selection process in MCBA & QC_MCBA is performed at run time rather than design time, making our proposed method practical in applications.

### 5.5.3 Experiment on Trust-Oriented Composite Service Selection with QoS Constraints

In this experiment, we compare our proposed QC_MCBA with the exhaustive search method by applying it to the composite services listed in Section 5.4.3. Meanwhile, we adopt the same platform as the one used in Section 5.4.3 as well.

Firstly, we focus on the travel plan composite services. In this experiment, only two kinds of QoS attributes of each service component are taken into account: cost and execution time. In order to adopt QC_MCBA, it is necessary to compute $q_i(X)$ used in Eq. (5.17), i.e. the aggregated value of the $i^{th}$ QoS attribute about $SEF'$, which is the part of SEF from the service invocation root to service component $X$. The aggregated value of cost is just the summation of the cost of each service component in $SEF'$, i.e.

$$q_{cost}(X) = \sum_{Y \in SEF'} c_Y,$$

where $c_Y$ is the cost of service component $Y$. If there are only Se (sequential invocation) structures in the $SEF'$, there is no difference between cost aggregation and execution time aggregation. However, if Pa structures are involved in the $SEF'$, we need to pay extra attention to the aggregation of execution time. We use service component $Ccard$ in the SEF of Fig. 5.4 as an example to illustrate the aggregation of
Table 5.6: QoS attribute values of each service component in the travel plan example

<table>
<thead>
<tr>
<th></th>
<th>START</th>
<th>Reg</th>
<th>Acc</th>
<th>Air</th>
<th>Online</th>
<th>Fax</th>
<th>Ha</th>
<th>Hb</th>
</tr>
</thead>
<tbody>
<tr>
<td>cost</td>
<td>0</td>
<td>50</td>
<td>20</td>
<td>50</td>
<td>800</td>
<td>800</td>
<td>1100</td>
<td>1200</td>
</tr>
<tr>
<td>execution time</td>
<td>100</td>
<td>80</td>
<td>160</td>
<td>100</td>
<td>30</td>
<td>300</td>
<td>150</td>
<td>160</td>
</tr>
<tr>
<td></td>
<td>Hc</td>
<td>Aa</td>
<td>Ab</td>
<td>Ac</td>
<td>Ccard</td>
<td>Taxi</td>
<td>Bus</td>
<td>END</td>
</tr>
<tr>
<td>cost</td>
<td>1000</td>
<td>2100</td>
<td>2000</td>
<td>2200</td>
<td>50</td>
<td>120</td>
<td>80</td>
<td>0</td>
</tr>
<tr>
<td>execution time</td>
<td>150</td>
<td>220</td>
<td>200</td>
<td>210</td>
<td>100</td>
<td>180</td>
<td>80</td>
<td>10</td>
</tr>
</tbody>
</table>

execution time.

\[ q_{time}(Ccard) = t_{\text{START}} + \max\{t_{\text{Reg}} + t_{\text{Online}}, t_{\text{Acc}} + t_{\text{Ha}}, t_{\text{Air}} + t_{\text{Aa}}\} + t_{\text{Ccard}} \]  

(5.21)

where \( t_X \) is the execution time of service component \( X \). Hence, we can extend Dijkstra’s shortest path algorithm [21] to find the aggregated execution time, which is the longest path in the \( SEF' \).

Corresponding QoS attribute values of each service component are listed in Table 5.6. We set \( Q_{\text{cost}} = 4400, Q_{\text{time}} = 605, \omega_T = 1 \) and \( \omega_{\text{QoS}} = 2 \).

Definition 32: With the global trust value \( T_1 \) of \( SEF i \) \((i = 1, 2, \ldots, 30)\), let us define the trust-based QoS constrained \( SEF \) optimality

\[ O_{T_{\text{QoS}}} (T_i) = \begin{cases} \frac{T_i}{\max(T_i)}, & \text{if it satisfies all QoS constraints,} \\
0, & \text{otherwise,} \end{cases} \]  

(5.22)

The corresponding histogram of \( O_{T_{\text{QoS}}} (T_i) \) values of 30 \( SEF \)s is plotted in Fig. 5.9. From it, we can observe that 86.7% of \( O_{T_{\text{QoS}}} (T_i) \) values are less than 0.8, implying that if we select a \( SEF \) randomly, we will very likely obtain a \( SEF \) with a low trust value or a \( SEF \) which does not satisfy QoS constraints. With simulation times \( 1 \leq l \leq 100 \) and repetition times \( 1 \leq m \leq 100 \), the experimental results of \( QC\_MCBA \) are plotted in Fig. 5.11. As for the CPU time, in Fig. 5.10 we can observe that with the number of
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![Histogram of OT_{QoS} for each SEF in the travel plan example](image1)

**Figure 5.9:** Histogram of $O_{T_{QoS}}$ for each SEF in the travel plan example

![CPU time of QC_MCBA in the travel plan example](image2)

**Figure 5.10:** CPU time of QC_MCBA in the travel plan example
Figure 5.11: $O_{T_{QoS}}$ in the travel plan composite service

Figure 5.12: $O_{T_{QoS}}$ in the composite service of 52 vertices
Table 5.7: CPU time in seconds of different examples with QoS constraints

<table>
<thead>
<tr>
<th>Number of vertices</th>
<th>Number of simulation times in QC_MCB</th>
<th>Probability to obtain the optimal SEF for QC_MCB</th>
<th>Probability for $O_{T_{QoS}} \geq 0.8$</th>
<th>CPU time (seconds) of QC_MCB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>40</td>
<td>60</td>
<td>100</td>
<td>52</td>
</tr>
</tbody>
</table>

More significant performance differences can be observed with some of the complex composite services listed in Table 5.7. As the exhaustive search method in trust-oriented composite service selection without QoS constraints or with QoS constraints shares the same process before enumerating all solutions, it has the same CPU time before enumerating all solutions. Hence, as for the details of CPU time in the exhaustive search method, please refer to Section 5.4.3.2. We take the case of a composite service with 52 vertices as an example and depict the experimental results of QC_MCB in Fig. 5.12 and Table 5.7. In Fig. 5.12, we can observe that QC_MCB has a great chance of obtaining the near-optimal SEF, e.g. when $l$ is 7, the probability for the trust-based QoS constrained SEF optimality being $O_{T_{QoS}} \geq 0.85$ is about 90%. Meanwhile, the execution time of our QC_MCB is only 52% of that of the exhaustive search method. From these results, we can conclude that our proposed QC_MCB can obtain a near-optimal SEF after a certain number of simulations.

5.6 Conclusions

In this chapter, we first propose our service invocation graph and service invocation matrix for composite service representation. In addition, a novel trust evaluation approach based on Bayesian inference has been proposed that can aggregate the ratings from other clients and the requesting client’s prior subjective belief about the trust. Based on them, a Monte Carlo method based trust-oriented service selection and dis-
covery algorithm (MCBA) and a QoS constrained Monte Carlo method based trust-oriented composite service selection algorithm (QC_MCBA) have been proposed. Experiments have illustrated that our proposed approaches can discover the near-optimal composite services efficiently.

In our future work, strategies for optimizing the Monte Carlo method based algorithm will be studied to further improve its efficiency. We will also study some heuristic approaches for trust-oriented optimal service selection and discovery without or with QoS constraints.
Chapter 6

Subjective Trust Evaluation in Composite Services

In SOC environments, the trustworthiness of each service provider is critical for a service client when selecting one service provider from a large pool of service providers. The trust value of a service provider is usually in the range of [0,1] and is evaluated from the ratings given by service clients, which represent the subjective belief of service clients on the satisfaction of delivered services. A trust value can therefore be taken as a subjective probability, by which one party believes that another party can perform an action in a certain situation. Hence, subjective probability theory should be adopted in trust evaluation. In addition, in SOC environments a service provider can usually invoke the services of other service providers forming a composite service. Thus, the global trust of a composite service should be evaluated based on both the subjective probability property of trust and complex invocation structures.

Considering service invocation structures in composite services, in [52] we propose a global trust evaluation method. However, this method has not taken the subjective probability property of trust into account. In Chapter 5, we propose a Bayesian inference based subjective trust evaluation approach which aggregates the subjective ratings from other clients. Nevertheless, this approach still has some drawbacks. Firstly, it assumes that trust ratings conform to a normal distribution, which is a continuous distribution. However, trust ratings adopted in most existing rating systems [1, 2, 5] are discrete numbers. Thus, they cannot conform to a continuous distribution. Secondly,
the subjective probability method (Bayesian inference) in Chapter 5 is used to evaluate the trust values of service components rather than the global trust value of composite services. Finally, although the global trust evaluation of composite services in Chapter 5 has considered service invocation structures, it has not taken the subjective probability property of trust into account. In summary, in the literature, although there are a number of studies on the global trust evaluation of composite services [52, 57], some problems remain.

- Trust is context dependent, i.e. for different transaction contexts (e.g. transaction cost, product/service category, clients), different factors influence the trust result [88, 89].

- In our previous work in Section 5.3.1, a Bayesian inference based subjective trust evaluation approach has been proposed for aggregating the trust ratings of service components. It assumes that the trust ratings of each service component conform to a normal distribution, which is a continuous distribution. However, in most existing rating systems [1, 2, 5], trust ratings are discrete numbers, making them nearly impossible to conform to a continuous distribution. Therefore, the trust ratings of each service component should conform to a discrete distribution, based on which subjective probability theory can be adopted properly in trust evaluation.

- In composite services, all the dependency between service components results from direct invocations. When subjective probability theory is adopted in trust evaluation, the trust dependency should be interpreted properly using subjective probability theory.

- Although a variety of trust evaluation methods exist in different areas [45, 85, 95, 102], they either ignore the subjective probability property of trust ratings, or neglect complex invocation structures. As a result, no proper mechanism exists yet for the subjective global trust evaluation of composite services.
In this chapter, we propose a method for building up a projection from the trust ratings in the transaction history of a service provider to an upcoming transaction depending on the similarity between previous transactions and the upcoming one, and the familiarity between each rater and the service client of the upcoming transaction. This process is termed context based trust normalization. After trust normalization, we first propose a Bayesian inference based subjective trust estimation method for service components. In addition, we interpret the trust dependency caused by service invocations as conditional probability, which can be evaluated based on the trust values of service components. Furthermore, we propose a joint subjective probability approach and a subjective probability based deductive approach to evaluate the subjective global trust of a composite service on the basis of trust dependency.

This chapter is organized as follows. Section 6.1 presents our context based trust normalization method to evaluate the trust value that would be closely bound to the upcoming transaction, and some corresponding experiments for illustrating that our proposed method can detect some typical risks. Section 6.2 presents a joint subjective probability approach and a novel Subjective probabiLity basEd deduCTIVE (SELEC-TIVE) approach in composite services, and some corresponding experiments for further illustrating that when compared with existing approaches our proposed SELEC-TIVE approach can yield more reasonable results than existing approaches. Finally Section 6.3 concludes our work in this chapter.

6.1 Trust Normalization in Service-Oriented Environments

Trust is context dependent, i.e. for service-oriented transactions, different factors (e.g., transaction cost, service category) influence the trust result [88, 89]. These factors should be considered comprehensively to adjust strategies in trust evaluation. Otherwise, malicious service providers and fraudulent transactions may widely exist with
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the following types of risks.

Type 1 risk In EC or SOC environments, a typical risk is to accumulate a good reputation by offering cheap and attractive products/services, then cheating clients by offering expensive products/services [88, 89].

Type 2 risk This risk is accumulating a good reputation by providing products/services in a similar category (e.g. cameras), and then cheating clients by offering products/services in a different category (e.g. watches) with which the service provider has insufficient experience [88, 89].

Type 3 risk This risk is to collude within a small group to earn a good reputation, then cheating victims outside of the group [99, 100].

In order to evaluate the trust value that would be closely bound to an upcoming transaction, we need ratings to reflect the quality of previous transactions by the service provider. However, the trust ratings of previous transactions with different contexts should not be aggregated without considering contextual difference when obtaining the trust value [88, 89]. In our proposed method, a projection is built up from the trust ratings in the service provider’s transaction history to the upcoming transaction depending on the similarity between previous transactions and the upcoming one, and the familiarity between each rater and the service client of the upcoming transaction. This process is named context based trust normalization. After trust normalization, normalized trust ratings are used for trust evaluation, the results of which would be closely bound to the upcoming transaction.

In fact, trust normalization is preprocessing before trust evaluation. This makes trust normalization totally different from any trust evaluation methods. In addition, this also makes it easily transferable to any trust evaluation method without many modifications.

Trust is a very complicated issue, including many uncertain factors [14]. Hence, with the fuzziness, fuzzy comprehensive evaluation provided by fuzzy set theory [8]
can deal with context based trust normalization in a reasonable manner. The fuzzy comprehensive evaluation based method analyzes complicated questions in terms of factors, by decomposing questions into several factors, stipulating every score of each factor and weighing the evaluated results using a certain scale. In particular, the fuzzy comprehensive evaluation based method is superior to other evaluation methods in dealing with subjective factors [8, 23].

### 6.1.1 Comprehensive Evaluation Index System

In order to provide an effective fuzzy comprehensive evaluation based method in context based trust normalization, it is necessary to firstly establish a systematic and comprehensive index system. This index system includes all influencing factors, analyzes the relationships between factors and finds out which main factors influence context based trust normalization the most. The criteria for developing the comprehensive evaluation index system are as follows [23]:

- The index system must be capable of reflecting every aspect influencing context based trust normalization, i.e. every aspect determining the similarity between previous transactions and the upcoming one, and the familiarity between each rater and the service client of the upcoming transaction.

- The data for the factors in the index system must be consistent, and must be capable of being collected from reliable sources.

- The index system must be capable of accommodating the relationship between factors and the evaluation criteria, especially of generating corresponding main factors at the request of evaluators.

According to the aforementioned definition of trust, difference in context based trust in SOC environments is determined by both the difference of transactions and the difference of involved parties. Therefore, following the above criteria, in context based trust normalization, in order to determine the similarity between previous transactions
and the upcoming one, and the familiarity between each rater and the service client of the upcoming transaction, we set up a comprehensive evaluation index system, which consists of

**Transaction cost relativity:** In economics and related disciplines, the transaction cost is the cost incurred in making an economic exchange [6]. The larger the cost of the previous transaction is than the cost of the upcoming transaction is, the higher the transaction cost relativity is, and vice versa.

**Transaction category similarity:** The more similar to the category of product/service in the upcoming transaction the category of product/service in the previous transaction, the higher the transaction category similarity, and vice versa.

**Social relationship influence:** The social relationship influence is determined by social relationships, such as the social intimacy degree and the role impact factor [60]. The higher the social intimacy degree, the larger the social relationship influence. The larger the role impact factor value, the larger the social relationship influence.

### 6.1.2 Fuzzy Comprehensive Evaluation Model

The fuzzy comprehensive evaluation model is a synthetical application of analytical hierarchy process and fuzzy mathematics by inspecting many influencing factors.

#### 6.1.2.1 Single-level and Multi-level Fuzzy Comprehensive Evaluations

Fuzzy comprehensive evaluation can be divided into single-level and multi-level. Generally, single-level fuzzy comprehensive evaluation is adopted to evaluate the case that there are few factors involved in the evaluation process. The steps of single-level fuzzy comprehensive evaluation are as follows.

- First, determine the **affiliation score of each factor** in the comprehensive evaluation index system, then a **fuzzy affiliation matrix** is obtained.
• Second, an affiliation vector which evaluates the similarity between previous transactions and the upcoming one and the familiarity between each rater and the service client of the upcoming transaction can be obtained by the composition operation of the affiliation matrix and the weight vector of factors.

• Last, evaluation results can be obtained using different principles.

The steps of multi-level fuzzy comprehensive evaluation are as follows.

• First, the factor set is divided into several sub-factor sets.

• Second, as for the sub-factor sets, the single-level evaluation method is adopted to obtain some affiliation vectors.

• Third, combine the vectors to obtain a matrix, then perform a composition operation on this matrix and its immediate higher level weight vector. The evaluation vector can be obtained until the aforementioned three steps are adopted to achieve the highest level.

In this section, we set up \{Transaction Cost Relativity, Transaction Category Similarity, Social Relationship Influence\} as our comprehensive evaluation index system. We take this factor set as an example to illustrate our proposed single-level fuzzy comprehensive evaluation based method for context based trust normalization. If there is any necessity to process the more detailed analysis involving more factors with multiple levels, we can follow the aforementioned three steps for multi-level fuzzy comprehensive evaluation, which are similar to our single-level fuzzy comprehensive evaluation discussed in this section.

6.1.2.2 Establishing Affiliation Score Set

In real systems, the trust rating scores of a service provider given by raters are represented by a series of fixed numbers [54]. For example, the rating scores at eBay [1] are in the set of \{-1, 0, 1\}. At Epinions [2], each rating score is an integer in \{1, 2, 3, 4, 5\}. 
At YouTube [5], each rating score is in \{-10, -9, \ldots, 10\}. In this section, we take the five-level scale at Epinions [2] as an example. The affiliation score set is \{1, 2, 3, 4, 5\}. With linguistic interpretation for these scores, the rater’s corresponding comment set can be labeled as \{terrible, poor, medium, good, excellent\}.

6.1.2.3 Establishing the Fuzzy Affiliation Matrix

Here we establish the affiliation score of each factor in the comprehensive evaluation index system.

Considering transaction cost relativity, firstly let \(C_{\text{previous}}\) denote a previous transaction cost of the service provider and \(C_{\text{upcoming}}\) denote the upcoming transaction cost, then the transaction cost relativity value can be evaluated by

\[
R_{TC} = \frac{C_{\text{previous}}}{C_{\text{upcoming}}}. \tag{6.1}
\]

To determine the corresponding frequency \(\{v_{11}, v_{12}, v_{13}, v_{14}, v_{15}\}\) \(\sum_{i=1}^{5} v_{1i} = 1\) about the comment set \{terrible, poor, medium, good, excellent\} of the transaction cost relativity, we introduce triangular membership functions with five levels [8] as follows,
which is also illustrated in Fig. 6.1.

\[
(v_{11} \ v_{12} \ v_{13} \ v_{14} \ v_{15}) =
\begin{cases}
  v_{11} = 1; v_{12} = v_{13} = v_{14} = v_{15} = 0; & \text{if } R_{TC} \leq \omega_{N_1}; \\
  v_{11} = \frac{R_{TC} - \omega_{N_2}}{\omega_{N_2} - \omega_{N_1}}; v_{12} = \frac{R_{TC} - \omega_{N_2}}{\omega_{N_2} - \omega_{N_1}}; v_{13} = v_{14} = v_{15} = 0; & \text{if } \omega_{N_1} < R_{TC} \leq \omega_{N_2}; \\
  v_{12} = \frac{R_{TC} - \omega_{N_3}}{\omega_{N_3} - \omega_{N_2}}; v_{13} = \frac{R_{TC} - \omega_{N_2}}{\omega_{N_2} - \omega_{N_1}}; v_{11} = v_{14} = v_{15} = 0; & \text{if } \omega_{N_2} < R_{TC} \leq \omega_{N_3}; \\
  v_{13} = \frac{R_{TC} - \omega_{N_4}}{\omega_{N_4} - \omega_{N_3}}; v_{14} = \frac{R_{TC} - \omega_{N_3}}{\omega_{N_3} - \omega_{N_2}}; v_{11} = v_{12} = v_{15} = 0; & \text{if } \omega_{N_3} < R_{TC} \leq \omega_{N_4}; \\
  v_{14} = \frac{R_{TC} - \omega_{N_5}}{\omega_{N_5} - \omega_{N_4}}; v_{15} = \frac{R_{TC} - \omega_{N_4}}{\omega_{N_4} - \omega_{N_3}}; v_{11} = v_{12} = v_{13} = 0; & \text{if } \omega_{N_4} < R_{TC} \leq \omega_{N_5}; \\
  v_{15} = 1; v_{11} = v_{12} = v_{13} = v_{14} = 0; & \text{if } R_{TC} > \omega_{N_5};
\end{cases}
\] (6.2)

where \(\omega_{N_1}, \omega_{N_2}, \omega_{N_3}, \omega_{N_4}\) and \(\omega_{N_5}\) are the parameters for determining the membership function curves. The values of these parameters are assessed by the subjective knowledge of domain experts [8] in advance and stored in the trust management authority. In this section, we adopt the triangular membership functions with five levels in Eq. (6.2) as an example to illustrate our method. It is a similar process to adopt any other membership functions.

For calculating transaction category similarity, firstly it is necessary to build up the category system based on connectivity in the network and lexicosyntactic matching [73, 74]. With this domain independent taxonomy, the similarity between transaction categories can be evaluated [74]. By applying the triangular membership functions with five levels [8], the corresponding frequency

\[
\{(v_{21} \ v_{22} \ v_{23} \ v_{24} \ v_{25}) | \sum_{i=1}^{5} v_{2i} = 1\}
\] (6.3)

about the comment set \{terrible, poor, medium, good, excellent\} of the transaction category similarity can be determined.

Social relationship influence can be determined by both social intimacy degree and role impact factor. Social intimacy degree is used to describe the extent to which two parties have intimate social relationships, because we usually trust the party with
which we have more intimate social relationships [7, 60]. The value of the social intimacy degree can be estimated by collecting information regarding social relationships [81]. The role impact factor is defined to reflect the impact of a party’s recommendation role on trust propagation, because we usually put greater reliance on the party with particular social positions where his/her actions weigh heavily on his/her social position [6, 60]. The value of role impact factor can be estimated using the PageRank model [81]. By combining the social intimacy degree and the role impact factor and applying the triangular membership functions with five levels [8], the corresponding frequency

$$\{ (v_{31}, v_{32}, v_{33}, v_{34}, v_{35}) \mid \sum_{i=1}^{5} v_{3i} = 1 \} \quad (6.4)$$

pertaining to the comment set {terrible, poor, medium, good, excellent} of the social relationship influence can be determined.

Therefore, we can obtain the fuzzy affiliation matrix $M$ in Eq. (6.5).

$$M = \begin{bmatrix} v_{11} & v_{12} & v_{13} & v_{14} & v_{15} \\ v_{21} & v_{22} & v_{23} & v_{24} & v_{25} \\ v_{31} & v_{32} & v_{33} & v_{34} & v_{35} \end{bmatrix} \quad (6.5)$$

### 6.1.2.4 Establishing Weight Vector

The weights in the weight vector $W = (\omega_{N_6}, \omega_{N_7}, \omega_{N_8})$ of factors in the index system reflect the importance of each factor, and $\omega_{N_6} + \omega_{N_7} + \omega_{N_8} = 1$. These weights are specified in the service client’s preference or fulfilled by domain experts [8] based on their own knowledge and experience.

### 6.1.2.5 Establishing Affiliation Vector

As we have pointed out, the affiliation vector, which evaluates the similarity between previous transactions and the upcoming one, and the familiarity between each rater and the service client of the upcoming transaction, can be obtained by the composition
operation of the affiliation matrix and the weight vector of factors. If the affiliation vector \( A = (A_1 A_2 A_3 A_4 A_5) \), then we have

\[
A = W \times M = (\omega_{N6} \omega_{N7} \omega_{N8}) \times \begin{bmatrix} v_{11} & v_{12} & v_{13} & v_{14} & v_{15} \\ v_{21} & v_{22} & v_{23} & v_{24} & v_{25} \\ v_{31} & v_{32} & v_{33} & v_{34} & v_{35} \end{bmatrix} \tag{6.6}
\]

i.e.

\[
A_i = \omega_{N6}v_{1i} + \omega_{N7}v_{2i} + \omega_{N8}v_{3i}, \quad i = 1, 2, 3, 4, 5. \tag{6.7}
\]

Because of the similarity between previous transactions and the upcoming one, and the familiarity between each rater and the service client of the upcoming transaction can be evaluated, the affiliation vector is obtained.

### 6.1.2.6 Discounting Rate

Since in this section the five-level scale at Epinions [2] is adopted as an example, ratings are scaled to be in \( \{0, 0.25, 0.5, 0.75, 1\} \) [54], which corresponds with the comments \{terrible, poor, medium, good, excellent\} respectively. Then the discounting rate can be determined

\[
D_r = (A_1 A_2 A_3 A_4 A_5) \times (0.25 0.5 0.75 1)^T \tag{6.8}
\]

\[
= 0.25A_2 + 0.5A_3 + 0.75A_4 + A_5 \tag{6.9}
\]

Therefore, the projection from the trust ratings in the transaction history of the service provider to the upcoming transaction is well established, where the trust ratings of the service provider can be normalized by multiplying the discounting rate. Normalized trust ratings can then be used for trust evaluation, the results of which would be closely bound to the upcoming transaction. For the details of the context based trust
normalization process, please refer to the example of context based trust normalization proposed in Section 6.1.3.1.

6.1.3 Experiments on Trust Normalization

In this section, we first illustrate the details of our proposed context based trust normalization method, after which we present the results of our conducted experiments for studying our proposed method and explain why the context based trust normalization method can detect some typical risks.

In these experiments, ratings are taken from Epinions [2], which is a popular online reputation system, and each rating is an integer in \{1, 2, 3, 4, 5\}. Since ratings as numerical values in \([0, 1]\) are more suitable for trust evaluation [54, 98], all Epinions ratings are scaled to be in \{0, 0.25, 0.5, 0.75, 1\} in advance, which corresponds with the comments \{terrible, poor, medium, good, excellent\} respectively.

In these experiments, we set \(\omega_{N_1} = 0.1, \omega_{N_2} = 0.5, \omega_{N_3} = 1, \omega_{N_4} = 5\) and \(\omega_{N_5} = 10\), which are the thresholds for determining the triangular membership functions with five levels in Eq. (6.2) (depicted in Fig. 6.1).
6.1.3.1 An Example of Context Based Trust Normalization

In this experiment, we take the ratings at Epinions [2] as an example to illustrate the details of our context based trust normalization method, including establishing the affiliation score set, the fuzzy affiliation matrix, the weight vector and the affiliation vector in the fuzzy comprehensive evaluation, and determining the discounting rate.

Let us consider a scenario as follows. Service client $A$ plans to buy a Nokia 6085 cell phone (denoted by transaction $TR_{AP_1}$) from service provider $P_{N_1}$. Hence, $A$ needs the ratings reflecting the quality of previous transactions about $P_{N_1}$, and requests the trust management authority to provide valuable information prior to placing an order and making payment. Assume we randomly select a rating $r_{BP_1} = 0.75$ of a previous transaction $TR_{BP_1}$ about service provider $P_{N_1}$ rated by rater (client) $B$. In $TR_{BP_1}$, $B$ bought an Olympus EVOLT E-300 digital camera from $P_{N_1}$.

In order to normalize all relevant ratings, we need build up a projection from the ratings in the transaction history of $P_{N_1}$ to the upcoming transaction $TR_{AP_1}$ depending on the fuzzy affiliation matrix, which consists of both the similarity between transaction $TR_{BP_1}$ and transaction $TR_{AP_1}$, and the familiarity between service client $A$ and rater $B$. In order to obtain the fuzzy affiliation matrix $M$ (defined by Eq. (6.5)), we need establish the affiliate scores of each factor (defined by Eqs (6.2)(6.3)(6.4)).

Considering the affiliate score of the transaction cost relativity, let $C_{TR_{AP_1}}$ and $C_{TR_{BP_1}}$ denote the transaction costs of $TR_{AP_1}$ and $TR_{BP_1}$ respectively. Since in SOC environments the price of a product is the major part of the transaction cost and the main concern of clients, we take this price as the transaction cost in this section. Hence, we have $C_{TR_{AP_1}} = $100 and $C_{TR_{BP_1}} = $900. According to Eq. (6.1), the transaction cost relativity is $R_{TC} = 9$. With the thresholds for determining triangular membership functions in Eq. (6.2) $\omega_{N_1} = 0.1, \omega_{N_2} = 0.5, \omega_{N_3} = 1, \omega_{N_4} = 5$ and $\omega_{N_5} = 10$, we can have the affiliate score of the transaction cost relativity $(v_{11} \ v_{12} \ v_{13} \ v_{14} \ v_{15}) = (0 \ 0 \ 0.2 \ 0.8)$. Considering the affiliate scores of the transaction category similarity and the social relationship influence respectively, since this section does not focus on detailed data...
mining techniques, we will just list the results of the affiliate scores of the transaction category similarity and the social relationship influence without any computational details. Hence, we can have the affiliate score of the transaction category similarity \((v_{21} v_{22} v_{23} v_{24} v_{25}) = (0 0 0.4 0.6 0)\) and the affiliate score of the social relationship influence \((v_{31} v_{32} v_{33} v_{34} v_{35}) = (0 0 0.5 0.5 0)\).

Here we assume the weight vector specified in A’s preference is \(W = (0.2 0.5 0.3)\). The affiliation vector \(A\) can be obtained by the composition operation of the weight vector of factors \(W\) and the affiliation matrix \(M\) defined by Eq. (6.5). Following Eq. (6.6), we have

\[
A = W \times M
= \begin{bmatrix} 0.2 & 0.5 & 0.3 \end{bmatrix} \begin{bmatrix} 0 & 0 & 0 & 0.2 & 0.8 \\ 0 & 0 & 0.4 & 0.6 & 0 \\ 0 & 0 & 0.5 & 0.5 & 0 \end{bmatrix}
= \begin{bmatrix} 0.0 & 0.35 & 0.49 & 0.16 \end{bmatrix}.
\]

In addition, following Eq. (6.9), the discount rate is

\[
D_r = (0 0 0.35 0.49 0.16) \times (0 0.25 0.5 0.75 1)^T = 0.7025.
\]

Therefore, the normalized rating \(N_{P_{N_1}}\) from \(r_{BP_1}\) can be obtained

\[
N_{P_{N_1}} = r_{BP_1} \times D_r
= 0.75 \times 0.7025
\approx 0.53.
\]

Trust is context dependent, and different upcoming transactions may lead to different trust levels with the same service provider. Therefore, after trust normalization, the rating \(r_{BP_1}\), which is 0.75 for the transaction with the product of an Olympus EVOLT
E-300 digital camera, becomes 0.53 for the transaction with the product of a Nokia 6085 cell phone.

### 6.1.3.2 Experiment on Type 1 Risk

In this experiment, we aim to illustrate how our proposed method can detect Type 1 risk, with which a malicious seller accumulates a good reputation by offering cheap and attractive services, then may cheat clients by introducing expensive services [88, 89].

In this experiment, after trust normalization we take the average of ratings as the trust evaluation method, which has been widely adopted in many trust evaluation models [41, 59].

Service client $A$ plans to buy a Canon PowerShot A640 digital camera, which is provided by two service providers $P_{N_2}$ and $P_{N_3}$ with the same transaction cost $C_{TR_{AP_2}} = C_{TR_{AP_3}} = \$900$. We assume that they both have the same ratings illustrated in Fig. 6.2. Their transaction costs are listed in Fig. 6.3 (a). We can observe that
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$C_{TR_{PN_2}}$ is much smaller than $C_{TR_{PN_3}}$, which means $P_{N_2}$ accumulates a good reputation by offering cheap services and starts to provide expensive services now, i.e. Type 1 risk.

For the sake of simplicity, we assume that $P_{N_2}$ and $P_{N_3}$ have the same affiliate scores of transaction category similarity and social relationship influence. Then we have the fuzzy affiliation matrices

$$M_{P_{N_2}} = \begin{bmatrix}
y_{11} & 1 - y_{11} & 0 & 0 & 0 \\
0 & 0 & 0.4 & 0.6 & 0 \\
0 & 0 & 0.5 & 0 & 0 \\
0 & 1 - y_{12} & y_{12} & 0 & 0 \\
0 & 0 & 0.4 & 0.6 & 0 \\
0 & 0 & 0.5 & 0 & 0
\end{bmatrix}, \quad (6.15)$$

$$M_{P_{N_3}} = \begin{bmatrix}
y_{11} & 1 - y_{11} & 0 & 0 & 0 \\
0 & 0 & 0.4 & 0.6 & 0 \\
0 & 0 & 0.5 & 0 & 0 \\
0 & 1 - y_{12} & y_{12} & 0 & 0 \\
0 & 0 & 0.4 & 0.6 & 0 \\
0 & 0 & 0.5 & 0 & 0
\end{bmatrix}, \quad (6.16)$$

where $y_{11}$ and $y_{12}$ is determined by the triangular membership functions in Eq. (6.2) with the values of $C_{TR_{PN_2}}$ and $C_{TR_{PN_3}}$. With the weight vector $W_1 = (0.6, 0.2, 0.2)$, the corresponding normalized ratings of $P_{N_2}$ and $P_{N_3}$ are listed in Fig. 6.3 (b). For the details of context based trust normalization, please refer to Section 6.1.3.1.

Without trust normalization, $P_{N_2}$ and $P_{N_3}$ have the same trust evaluation results, which are depicted in Fig. 6.3 (c). However, considering the evaluated trust results with trust normalization as plotted in Fig. 6.3 (d), service client $A$ prefers $P_{N_3}$ to $P_{N_2}$ because the final trust value of $P_{N_3}$ is much larger than that of $P_{N_2}$. That preference results from the fact that $P_{N_2}$ may be a malicious service provider who cheats service clients. Therefore, we can observe that our proposed context based trust normalization method can detect Type 1 risk.

6.1.3.3 Experiment on Type 2 Risk

In this experiment, we also take the average of ratings as the trust evaluation method [41, 59] to illustrate that our proposed context based trust normalization method can
detect Type 2 risk, which is to accumulate a good reputation by providing services in a similar category, then cheating clients by offering services in a different category with which the service provider has insufficient experience [88, 89].

Service client $A$ plans to buy a Canon PowerShot A640 digital camera, which is provided by two service providers $P_{N_4}$ and $P_{N_5}$. We assume that they both have the same ratings as illustrated in Fig. 6.2. However, $P_{N_4}$ used to sell watches while $P_{N_5}$ used to sell camcorders. We can observe that the transaction category similarity between camcorders and digital cameras is larger than that between watches and digital cameras, because camcorders and digital cameras belong to the electronics category, which excludes watches. This means that $P_{N_4}$ accumulates a good reputation by providing services in a similar category, then starts to provide services in a different category, i.e. Type 2 risk.

For the sake of simplicity, we assume that $P_{N_4}$ and $P_{N_5}$ have the same affiliate scores of transaction cost relativity and social relationship influence. This then pro-
duces the fuzzy affiliation matrices

\[
M_{P_{N4}} = \begin{bmatrix}
0 & 0 & 0 & 0.2 & 0.8 \\
y_{21} & 1 - y_{21} & 0 & 0 & 0 \\
0 & 0 & 0.5 & 0.5 & 0
\end{bmatrix},
\]

(6.17)\[
M_{P_{N5}} = \begin{bmatrix}
0 & 0 & 0 & 0.2 & 0.8 \\
0 & 1 - y_{22} & y_{22} & 0 & 0 \\
0 & 0 & 0.5 & 0.5 & 0
\end{bmatrix},
\]

(6.18)

where the values of \(y_{21}\) and \(y_{22}\) are listed in Fig. 6.4 (a). With the weight vector \(W_2 = (0.2 \ 0.6 \ 0.2)\), the corresponding normalized ratings of \(P_{N4}\) and \(P_{N5}\) can be obtained, as represented in Fig. 6.4 (b).

With these normalized ratings, the evaluation results are illustrated in Fig. 6.4 (d). Compared with the same trust values of \(P_{N4}\) and \(P_{N5}\) obtained by trust evaluation without normalization depicted in Fig. 6.4 (c), in Fig. 6.4 (d) we can observe that the evaluated trust value of \(P_{N4}\) is much smaller than that of \(P_{N5}\). This results from the fact that \(P_{N4}\) may be a malicious service provider who cheats service clients. Therefore, our proposed context based trust normalization method can detect Type 2 risk.

### 6.1.3.4 Experiment on Type 3 Risk

In this experiment, by adopting the average of ratings as the trust evaluation method [41, 59] we aim to illustrate that our context based trust normalization method can detect Type 3 risk, which is colluding within a small group to earn a good reputation, then cheating victims out side of the group [99, 100].

Service client \(A\) plans to buy a Canon PowerShot A640 digital camera, which is provided by two service providers \(P_{N6}\) and \(P_{N7}\). We assume that they both have the same ratings, as illustrated in Fig. 6.2. However, \(P_{N6}\) used to have frequent transactions with a few clients. \(P_{N6}\) and these clients comprise a group who only conduct transactions amongst themselves. In contrast, \(P_{N7}\) used to conduct transactions with a
large variety of clients. Hence, we can observe that the social relationship influence of $P_{N_6}$ is much smaller than that of $P_{N_7}$. That means that $P_{N_6}$ collaborates with a small group to earn a good reputation, then starts to cheat victims out side of the group, i.e. Type 3 risk.

For the sake of simplicity, we assume that $P_{N_6}$ and $P_{N_7}$ have the same affiliate scores of transaction cost relativity and transaction category similarity. We then have the fuzzy affiliation matrices

$$M_{P_{N_6}} = \begin{bmatrix}
0 & 0 & 0 & 0.2 & 0.8 \\
0 & 0 & 0.4 & 0.6 & 0 \\
y_{31} & 1 - y_{31} & 0 & 0 & 0
\end{bmatrix}, \quad (6.19)$$

$$M_{P_{N_7}} = \begin{bmatrix}
0 & 0 & 0 & 0.2 & 0.8 \\
0 & 0 & 0.4 & 0.6 & 0 \\
0 & 1 - y_{32} & y_{32} & 0 & 0
\end{bmatrix}, \quad (6.20)$$

where the values of $y_{31}$ and $y_{32}$ are listed in Fig. 6.5 (a). With the weight vector
$W_3 = (0.2 \ 0.2 \ 0.6)$, the corresponding normalized ratings can be obtained, as depicted in Fig. 6.5 (b).

With these normalized ratings, the evaluation results are illustrated in Fig. 6.5 (d). Compared with the same trust values of $P_{N_6}$ and $P_{N_7}$ obtained by trust evaluation without normalization depicted in Fig. 6.5 (c), we can observe from Fig. 6.5 (d) that the evaluated trust value of $P_{N_6}$ is much smaller than that of $P_{N_7}$. This results from the fact that $P_{N_6}$ may be a malicious service provider who cheats service clients. Therefore, our proposed context based trust normalization method can detect Type 3 risk.

### 6.2 Subjective Global Trust Evaluation in Composite Services

If the trust rating of a service is scaled to the range of $[0, 1]$, it can represent the subjective probability with which the service provider is believed to be able to perform the service satisfactorily [41]. Therefore, subjective probability theory [33, 38] is the right tool for dealing with trust ratings [57].

In Section 6.2.1, based on Bayesian inference [30, 33], which is an important component in subjective probability theory, we propose a novel method that evaluates the subjective trust of service components from a series of ratings given by service clients. In Section 6.2.2, we interpret the trust dependency caused by service invocations as conditional probability, which is evaluated based on the subjective trust values of service components. In Section 6.2.3, we propose a joint subjective probability method that evaluates the subjective global trust value of a SEF from the trust values and trust dependency of all service components.
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6.2.1 Trust Estimation of Service Components

In most existing rating systems [1, 2, 5], trust ratings are discrete numbers, making the number of occurrences of ratings for each service component conform to a multinomial distribution [33]. That is because in statistics if each trial results in exactly one of \( k \) (\( k \) is a fixed positive integer) kinds of possible outcomes with certain probabilities, the number of occurrences of outcome \( i \) (\( 1 \leq i \leq k \)) must follow a multinomial distribution [33].

6.2.1.1 Rating Space and Trust Space

In real systems, the trust ratings of a service given by service clients are represented by a series of fixed numbers. For example, the ratings at eBay [1] are in the set of \{-1, 0, 1\}. At Epinions [2], each rating is an integer in \{1, 2, 3, 4, 5\}. At YouTube [5], each rating is in \{-10, -9, \ldots, 10\}. In order to analyze these ratings, they should be normalized to the range of \([0, 1]\) in advance. Hence, the interval \([0, 1]\) is partitioned into \( k \) mutually exclusive ratings, say \( r_1, r_2, \ldots, r_k \) (\( 0 \leq r_{i-1} < r_i \leq 1 \)). For example, at Epinions [2], after normalization, the ratings are in \{0, 0.25, 0.5, 0.75, 1\}. Hence, \( r_1 = 0, r_2 = 0.25, r_3 = 0.5, r_4 = 0.75, \) and \( r_5 = 1 \). Let \( p_i = P(r_i) \) be the probability for a service to obtain the rating \( r_i \) (\( i = 1, 2, \ldots, k \)), and \( \sum_{i=1}^{k} p_i = 1 \). Let \( x_i \) be the number of occurrences of rating \( r_i \) in the rating sample, and \( n = \sum_{i=1}^{k} x_i \).

Traditionally, some principles [41, 88] have been considered in trust evaluation. One of them is to assign higher weights to the trust values of later services [51, 102], which can be interpreted as discounting former \( x_i \) over time. Because of such discounting, \( x_i \) is taken as a real number. Accordingly, the rating space is modeled as \( R = \mathbb{R}^k \), a \( k \)-dimensional space of reals.

**Definition 33:** The rating space for each service component is

\[
R = \{X = (x_1, x_2, \ldots, x_k) | x_i \geq 0, x_i \in \mathbb{R}, i = 1, 2, \ldots, k\}.
\]
Following the definition in [39], the trust space for each service component can be partitioned into *trust* (a good outcome), *distrust* (a bad outcome) and *uncertainty*.

**Definition 34:** The *trust space* for each service component is

\[ T = \{(t, d, u) | t \geq 0, d \geq 0, u \geq 0, t + d + u = 1\}. \]

Hence, if \( C \) is a service component in composite services, then let \( t_C, d_C \) and \( u_C \) denote the trust, distrust and uncertainty of \( C \), respectively.

### 6.2.1.2 Bayesian Inference

The primary goal of adopting Bayesian inference [30, 33] is to summarize the available information that defines the distribution of trust ratings through the specification of probability density functions, such as prior distribution and posterior distribution.

The *prior distribution* summarizes the subjective information about the trust prior to obtaining the rating sample \( X = (x_1, x_2, \ldots, x_k) \). Once \( X \) is obtained, the prior distribution can be updated to represent the *posterior distribution*.

Let \( V = (p_1, p_2, \ldots, p_{k-1}) \) and \( p_k = 1 - \sum_{i=1}^{k-1} p_i \). Due to a lack of additional information, we can first assume that the prior distribution \( f(V) \) is a uniform distribution. Since the rating sample \( X \) conforms to a multinomial distribution [33], i.e.

\[ f(X|V) = \frac{n!}{\prod_{i=1}^{k}(x_i!)} \prod_{i=1}^{k} p_i^{x_i}, \tag{6.21} \]

the posterior distribution can be estimated [33]

\[ f(V|X) = \frac{f(X|V)f(V)}{\int_0^1 \int_0^1 \cdots \int_0^1 f(X|V)f(V)dp_1dp_2\cdots dp_{k-1}} \tag{6.22} \]

\[ = \int_0^1 \int_0^1 \cdots \int_0^1 ((1 - \sum_{i=1}^{k-1} p_i)^{x_k} \prod_{i=1}^{k-1} p_i^{x_i})dp_1dp_2\cdots dp_{k-1}. \]
6.2.1.3 Certainty, Expected Positiveness and Expected Negativeness

The certainty of trust captures the confirmation of trust from ratings, i.e. for services with the same trust value, a service client prefers the service with the trust value determined by more ratings [39].

In this section, the certainty of trust is defined based on statistical measure [91]. Since the cumulative probability of the probability distribution of \( V \) within \( \Omega \) must be 1, let the distribution of \( V \) follow the function given below \( g : \Omega = [0, 1] \times [0, 1] \times \cdots \times [0, 1] \rightarrow [0, \infty) \) such that \( \int_{\Omega} g(V) \, dV = 1 \). Hence, the mean value of \( g(V) \) within \( \Omega \) is \( \int_{\Omega} g(V) \, dV \). Following the common principle in statistics [33], without additional information, we can take the prior distribution \( g(V) \) as a uniform distribution. The certainty can be evaluated based on the mean absolute deviation from the prior distribution [91]. Since \( g(V) \) has a mean value of 1, both increment and reduction from 1 are counted by \( |g(V) - 1| \). So \( \frac{1}{2} \) is needed to remove the double counting. Therefore, certainty is defined as follows:

**Definition 35:** The certainty based on rating sample \( X \) is

\[
c(X) = \frac{1}{2} \int_{\Omega} \left| \frac{(1 - \sum_{i=1}^{k-1} p_i)x_i \prod_{i=1}^{k-1} p_i^{x_i}}{\prod_{i=1}^{k-1} p_i^{x_i}} - 1 \right| \, dV
\]

Since \( \frac{1}{2} \) is the middle point of the range of ratings \([0, 1]\), which represents the neutral belief between distrust and trust, the ratings in \((\frac{1}{2}, 1]\) can be taken as positive ratings and the ratings in \([0, \frac{1}{2})\) can be taken as negative ratings.

**Definition 36:** Expected positiveness is defined as being the expected degree for ratings to be positive

\[
\alpha(X) = \frac{\sum_{r_i > \frac{1}{2}}(2r_i - 1)x_i}{\sum_{i=1}^{k} x_i}, \quad (6.23)
\]

and expected negativeness is defined by

\[
\beta(X) = \frac{\sum_{r_i < \frac{1}{2}}(1 - 2r_i)x_i}{\sum_{i=1}^{k} x_i}. \quad (6.24)
\]
6.2.1.4 From Rating Space to Trust Space

**Definition 37:** Let \( Z(X) = (t, d, u) \) be a transformation function from rating space \( R \) to trust space \( T \) such that \( Z(X) = (t, d, u) \), where \( t = \alpha(X)c(X), d = \beta(X)c(X), \) and \( u = 1 - (\alpha(X) + \beta(X))c(X) \).

According to Definition 37, we have \( t + d + u = 1 \) and the following definition.

**Definition 38:** For each trust rating \( r_i \in [0, 1] \), we have

\[
\begin{align*}
r_i \text{ is} & \quad \begin{cases} 
\text{trust}, & \text{if } r_i \geq 1 - t, \\
\text{distrust}, & \text{if } r_i \leq d, \\
\text{uncertain}, & \text{if } d < r_i < 1 - t, 
\end{cases} 
\end{align*}
\]  
(6.25)

**Example 2:** Let’s take the travel plan in Section 5.2.2 as an example. In this example, starting from a service invocation root \( S \) and ending at a service invocation terminal \( Q \), the composite service consisting of all combinations of travel plans can be depicted by a service invocation graph (SIG) in Fig. 6.6. Each feasible travel plan is termed a service execution flow (SEF), which is a subgraph of a SIG. A SEF example of the SIG in Fig. 6.6 is plotted in Fig. 6.7.

Let’s take the service execution flow (SEF) in Fig. 6.7 as an example to illustrate the trust estimation of a service component. All ratings of service components in Fig. 6.7 are taken from Epinions [2] and are listed in Table 6.1, where each row corresponds with an execution of the SEF.

For service component \( C \) in Fig. 6.7 with all its 20 trust ratings in column \( C \) in Table 6.1, according to Definitions 35, 36 and 37, based on the ratings listed in Table 6.1, we can obtain \( c = 0.88 \), \( \alpha = 0.48 \), \( \beta = 0.03 \), \( t = 0.42 \), \( u = 0.56 \) and \( d = 0.02 \). Similarly, all these parameters for each service component in the SEF in Fig. 6.7 can be obtained, as listed in Table 6.2. Hereafter, for each rating \( r_{Ci} \) of \( C \), according to
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Figure 6.6: The service invocation graph (SIG) for the travel plan

Figure 6.7: A service execution flow (SEF) in the SIG
Table 6.1: Ratings for service components in the SEF in Fig. 6.7

<table>
<thead>
<tr>
<th></th>
<th>S</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>F</th>
<th>G</th>
<th>I</th>
<th>L</th>
<th>M</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>e₁</td>
<td>1</td>
<td>0.5</td>
<td>1</td>
<td>0.75</td>
<td>1</td>
<td>0.75</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.75</td>
<td>1</td>
</tr>
<tr>
<td>e₂</td>
<td>1</td>
<td>0.75</td>
<td>1</td>
<td>0.75</td>
<td>1</td>
<td>0.75</td>
<td>1</td>
<td>0.75</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>e₃</td>
<td>1</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.25</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>e₄</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.75</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.75</td>
<td>1</td>
</tr>
<tr>
<td>e₅</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.75</td>
<td>0.75</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>e₆</td>
<td>1</td>
<td>1</td>
<td>0.75</td>
<td>0.75</td>
<td>0.25</td>
<td>0.75</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>e₇</td>
<td>1</td>
<td>0.5</td>
<td>1</td>
<td>0.75</td>
<td>0</td>
<td>0.5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.75</td>
<td>1</td>
</tr>
<tr>
<td>e₈</td>
<td>1</td>
<td>1</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>1</td>
<td>0.75</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>e₉</td>
<td>1</td>
<td>1</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>1</td>
<td>0.75</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>e₁₀</td>
<td>1</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>1</td>
<td>0.75</td>
<td>1</td>
</tr>
<tr>
<td>e₁₁</td>
<td>1</td>
<td>0.75</td>
<td>0.75</td>
<td>0.5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.75</td>
<td>1</td>
<td>0.75</td>
<td>1</td>
</tr>
<tr>
<td>e₁₂</td>
<td>1</td>
<td>0.75</td>
<td>1</td>
<td>1</td>
<td>0.75</td>
<td>1</td>
<td>0</td>
<td>0.5</td>
<td>0.75</td>
<td>0.5</td>
<td>1</td>
</tr>
<tr>
<td>e₁₃</td>
<td>1</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>1</td>
</tr>
<tr>
<td>e₁₄</td>
<td>1</td>
<td>1</td>
<td>0.5</td>
<td>0.75</td>
<td>0.75</td>
<td>1</td>
<td>0.75</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>e₁₅</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.75</td>
<td>1</td>
<td>0.75</td>
<td>0.75</td>
<td>1</td>
<td>1</td>
<td>0.75</td>
<td>1</td>
</tr>
<tr>
<td>e₁₆</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.75</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.75</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>e₁₇</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>1</td>
<td>0</td>
<td>0.5</td>
<td>0.75</td>
<td>1</td>
</tr>
<tr>
<td>e₁₈</td>
<td>0.75</td>
<td>1</td>
<td>0.75</td>
<td>0.5</td>
<td>1</td>
<td>1</td>
<td>0.75</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>e₁₉</td>
<td>1</td>
<td>0.75</td>
<td>0.75</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>1</td>
</tr>
<tr>
<td>e₂₀</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.5</td>
<td>1</td>
<td>0.75</td>
<td>0.75</td>
<td>1</td>
<td>1</td>
<td>0.75</td>
<td>1</td>
</tr>
</tbody>
</table>

Definition 38, we have

\[
 r_{Ci} = \begin{cases} 
 \text{trust,} & \text{if } r_{Ci} \geq 0.58; \\
 \text{distrust,} & \text{if } r_{Ci} \leq 0.02; \\
 \text{uncertain,} & \text{if } 0.02 < r_{Ci} < 0.58. 
\end{cases} 
\]

(6.26)

Let \( t_Y, d_Y \) and \( u_Y \) denote the trust, distrust or uncertain of any service component \( Y \) in the SEF in Fig. 6.7, which are calculated and listed in Table 6.3.

6.2.2 Probability Interpretation of Trust Dependency

Dependency is a state in which one object uses a functionality of another object [30]. In composite services, dependency between service components results from direct
### Table 6.2: Trust estimation of service components in the SEF in Fig. 6.7

<table>
<thead>
<tr>
<th></th>
<th>S</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>F</th>
<th>G</th>
<th>I</th>
<th>L</th>
<th>M</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>t</td>
<td>0.80</td>
<td>0.65</td>
<td>0.64</td>
<td>0.42</td>
<td>0.43</td>
<td>0.68</td>
<td>0.52</td>
<td>0.45</td>
<td>0.76</td>
<td>0.67</td>
<td>0.82</td>
</tr>
<tr>
<td>u</td>
<td>0.20</td>
<td>0.35</td>
<td>0.36</td>
<td>0.56</td>
<td>0.49</td>
<td>0.32</td>
<td>0.35</td>
<td>0.52</td>
<td>0.24</td>
<td>0.33</td>
<td>0.18</td>
</tr>
<tr>
<td>d</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.02</td>
<td>0.08</td>
<td>0</td>
<td>0.13</td>
<td>0.03</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table 6.3: Trustworthiness of each rating in Table 6.1

<table>
<thead>
<tr>
<th></th>
<th>S</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>F</th>
<th>G</th>
<th>I</th>
<th>L</th>
<th>M</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>e1</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
</tr>
<tr>
<td>e2</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
</tr>
<tr>
<td>e3</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>uncertain</td>
<td>trust</td>
<td>distrust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
</tr>
<tr>
<td>e4</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
</tr>
<tr>
<td>e5</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
</tr>
<tr>
<td>e6</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>uncertain</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
</tr>
<tr>
<td>e7</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>distrust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
</tr>
<tr>
<td>e8</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
</tr>
<tr>
<td>e9</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>uncertain</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
</tr>
<tr>
<td>e10</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
</tr>
<tr>
<td>e11</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>uncertain</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
</tr>
<tr>
<td>e12</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>distrust</td>
<td>uncertain</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
</tr>
<tr>
<td>e13</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>distrust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
</tr>
<tr>
<td>e14</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
</tr>
<tr>
<td>e15</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
</tr>
<tr>
<td>e16</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
</tr>
<tr>
<td>e17</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>uncertain</td>
<td>uncertain</td>
<td>distrust</td>
<td>uncertain</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
</tr>
<tr>
<td>e18</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>uncertain</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
</tr>
<tr>
<td>e19</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
</tr>
<tr>
<td>e20</td>
<td>trust</td>
<td>trust</td>
<td>uncertain</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
<td>trust</td>
</tr>
</tbody>
</table>
invocations [54], e.g. if there is a direct invocation from service component $A$ to service component $B$, we say that “$B$ depends on $A$”.

**Definition 39:** In composite services, trust dependency represents the fact that the trust of a service component is only dependent on its trust propensity and the trust of its direct predecessor(s).

According to the theorem about the probabilities of conditionals and conditional probabilities [34], we can use conditional probability to formalize trust dependency.

**Definition 40:** In composite services, if $\{P_i\}$ are the direct predecessors of service component $S$, and $P$ is the rational subjective probability function, we have

$$P(\bigwedge P_i \succeq S) = P(S|\bigwedge P_i).$$

Following Definition 40, the important link between probability theory and invocations in composite services has been well established. Probability theory will then be a source of insight into the invocation structure of composite services.

The graphical representation of composite services, the service invocation graph (SIG), pictorially represents the service dependency properties in composite services [57]. In addition, Definition 40 enables a SIG to prove arbitrary service dependency conjectures concerning any service component in composite services. For example, in the SEF of Fig. 6.7, which is one of the feasible service compositions of the SIG in Fig. 6.6, we can immediately read off the graph that

$$Q \perp \perp (S \wedge A \wedge B \wedge C \wedge D \wedge F \wedge I) \text{ and } (L \wedge M) \succeq Q, \quad (6.27)$$

where $\perp \perp$ denotes “is independent of”.

In order to evaluate the conditional probability for trust dependency, in *subjective probability theory* [38] the following principle has been proposed for bridging from classic probability (i.e. the occurrence frequency of an event) to subjective probability
(i.e. the degree of belief that an individual has in the truth of a proposition).

**Principle 4:** Without any additional knowledge, our knowledge that the chance of hypothesis $H$ has probability $p$ guarantees that our subjective probability for $H$ is $p$.

Therefore, according to the definition of conditional probability, the trust dependency, which is the conditional probability of the trustworthiness of a service component given the trustworthiness of its predecessors, can be evaluated based on Principle 4. E.g. if $\{P_i\}$ are the direct predecessors of service component $S$, the evaluation of trust dependency of $\bigwedge P_i \succeq S$ is to evaluate $P(t_S|t_{A_P_i})$, $P(t_S|u_{A_P_i})$ and $P(t_S|d_{A_P_i})$. In addition, as the service invocation root in a SIG has no predecessor, its trust dependency can be evaluated directly from its ratings according to Principle 4.

Here we assume that when a rating of a delivered service is stored by the trust management authority, the invocation relationship (i.e. the predecessor(s) of the delivered service) is also recorded.

**Example 3:** Let us continue the computation in Example 2 to illustrate the evaluation of the conditional probability for the trust dependency in composite services.

Let $t_Y$, $d_Y$ and $u_Y$ denote the *trust*, *distrust* or *uncertain* of any service component $Y$ in the SEF in Fig. 6.7, which are calculated and listed in Table 6.3. As service component $C$ invokes service component $I$ (denoted as $C \succeq I$) in Fig. 6.7, following the definition of conditional probability, $P(t_i|t_C)$ is the chance of $I$ to be *trust* given its direct predecessor $C$ is *trust*. According to the results in Table 6.3, there are 20 executions in total and 13 of them (i.e. $e_1$-$e_8$, $e_{10}$, $e_{14}$-$e_{16}$ and $e_{19}$) are the case that $I$ is *trust* given $C$ is *trust*. Hence, we have $P(t_i|t_C)=13/20=0.65$. Likewise, we can compute $P(t_i|u_C)=3/20=0.15$ and $P(t_i|d_C)=0/20=0$. The trust dependency of $C \succeq I$ has been evaluated. Following the same procedure, all the conditional probabilities corresponding to each trust dependency in a SEF can be evaluated and listed in Table 6.4.
Subjective Trust Evaluation in Composite Services

6.2.3 Joint Subjective Probability Method

In this section, the joint subjective probability method is proposed to take the subjective global trust value of a SEF, $P(t_{SEF})$, as a joint probability distribution.

**Definition 41:** The subjective global trust value of a SEF can be factorized into a series of trust dependencies in the SEF, i.e.

$$P(t_{SEF}) = \prod_{u \in \text{SEF}} P(t_u | \bigwedge_{u^{(i)} \in \text{SEF}, u^{(i)} \geq u} t_{u^{(i)}}). \quad (6.28)$$

Let’s take the SEF in Fig. 6.7 as an example to illustrate our proposed joint subjective probability method. Following Definition 41, we can obtain

$$P(t_{SEF}) = P(t_S)P(t_A|t_S)P(t_B|t_S)P(t_C|t_S)P(t_D|t_A)$$
$$P(t_F|t_B)P(t_I|t_C)P(t_I|t_D \land t_F \land t_I)$$
$$P(t_M|t_F)P(t_Q|t_L \land t_M) \quad (6.29)$$

**Table 6.4:** Trust dependency in the SEF in Fig. 6.7

| $P(t_A|t_S)$ | 1 | $P(t_B|t_S)$ | 1 | $P(t_L|t_D \land t_F \land t_I)$ | 0.65 |
| $P(t_C|t_S)$ | 0.8 | $P(t_D|t_A)$ | 0.8 | $P(t_Q|t_L \land t_M)$ | 1 |
| $P(t_C|t_S)$ | 0 | $P(t_D|t_A)$ | 0 | $P(t_Q|t_L \land t_M)$ | 0 |
| $P(t_F|t_B)$ | 1 | $P(t_L|t_C)$ | 0.65 | $P(t_M|t_F)$ | 1 |
| $P(t_F|t_B)$ | 0 | $P(t_I|t_C)$ | 0.15 | $P(t_M|t_I)$ | 0 |
| $P(d_A|d_S)$ | 0 | $P(d_B|d_S)$ | 0 | $P(d_L|d_D \land d_F \land d_I)$ | 0 |
| $P(d_A|d_S)$ | 0 | $P(d_B|d_S)$ | 0 | $P(d_L|d_D \land d_F \land d_I)$ | 0 |
| $P(d_C|d_S)$ | 0 | $P(d_D|d_A)$ | 0 | $P(d_Q|d_L \land d_M)$ | 0 |
| $P(d_C|d_S)$ | 0 | $P(d_D|d_A)$ | 0.05 | $P(d_Q|d_L \land d_M)$ | 0 |
| $P(d_F|d_B)$ | 0 | $P(d_I|d_C)$ | 0 | $P(d_M|d_F)$ | 0 |
| $P(d_F|d_B)$ | 0 | $P(d_I|d_C)$ | 0.05 | $P(d_M|d_I)$ | 0 |
By applying the breadth-first search algorithm, since each trust dependency (e.g. \( P(t_i|t_C) \) or \( P(t_Q|t_L \land t_M) \)) in a SEF (e.g. those in Eq. (6.29)) can be evaluated (as illustrated in Example 3), the subjective global trust value of the SEF in Fig. 6.7, \( P(t_{SEF}) \), can be computed. Due to space constraints, the details of this algorithm are omitted.

### 6.2.4 Subjective Probability Based Deductive (SELECTIVE) Approach

In this section, we propose a SubjectivE probabiLity basEd deduCTIVE (SELECTIVE) approach that evaluates the subjective global trustworthiness of a SEF from all the trust dependency in the SEF. This process follows subjective probability theory and maintains the subjective probability property of trust in evaluations.

In subjective probability theory, there is causal decision theory [38]. In this section, we borrow causal decision theory’s idea in dealing with subjective decision-making based on the imputations of probabilistic causal influence, but extend it to the evaluation of the subjective global trustworthiness of a SEF in composite services.

On the basis of trust dependency caused by direct invocations, an indirect invocation also leads to a certain dependency relationship, which is actually the composition of trust dependency. For example, in Fig. 6.8, service component \( A \) is dependent on service component \( S \) and service component \( B \) is dependent on \( A \). Therefore, \( B \) is dependent on \( S \) indirectly, compositing trust dependency \( S \geq A \) and \( A \geq B \). As each trust dependency corresponds with a conditional probability, a composition of trust dependency can yield a subjective probability. In the process of composition, we can compute the probability of trustworthiness of a service component based on all its preceding trust dependency. Hence, the composition of trust dependency starting from the service invocation root to any intermediate service component in a SEF until the service invocation terminal is reached can deductively compute the subjective probability of trustworthiness of the service invocation terminal based on all the trust dependency in the SEF, which is taken as the global trust value of the SEF.
Now let us illustrate the evaluation process of our SELECTIVE approach. The computational process starts from the service invocation root of a SEF until the service invocation terminal is reached. For any intermediate service component \( V \), when its direct predecessors \( \{ W_i \} \) are processed, we have \( P(\bigwedge t_{W_i}) \) and \( P(\neg \bigwedge t_{W_i}) \). In addition, trust dependency \( P(t_V | \bigwedge t_{W_i}) \) and \( P(t_V | \neg \bigwedge t_{W_i}) \) can be evaluated following the approach illustrated in Example 3. Then according to the law of total expectation [38] in causal decision theory, we can compute

\[
P(t_V) = P(t_V | \bigwedge t_{W_i}) P(\bigwedge t_{W_i}) + P(t_V | \neg \bigwedge t_{W_i}) P(\neg \bigwedge t_{W_i}).
\]

(6.30)

When the service invocation terminal is finally processed, the deducted subjective trust value results from the composition of all trust dependency from the service invocation root to the service invocation terminal in the SEF. Hence, it is taken as the subjective global trust value of the SEF. Similarly, the subjective global distrust value and the subjective global uncertain value can be obtained. The details of our SELECTIVE approach are presented in Algorithm 9, which extends the topological sort algorithm [27] that guarantees any node in a directed graph is always visited after all its predecessors. This algorithm incurs a complexity of \( O(N_v + N_e) \), where \( N_v \) is the number of service components (vertices) in a SEF and \( N_e \) is the number of invocations (edges).

**Example 4:** Let’s illustrate the computational details of our proposed SELECTIVE approach with the simple SEF in Fig. 6.8. As we have defined in Example 3, let \( t_A, d_A \) and \( u_A \) denote trust, distrust or uncertain in regard to service component \( A \) respectively. In Fig. 6.8, we can observe that since service invocation root \( S \) doesn’t
Algorithm 9 Subjective Probability Based Deductive (SELECTIVE) Approach

**Input:** a SEF, trust, distrust or uncertain of each rating of each service component.

**Output:** the subjective global trust value of the SEF $P(t_{SEF})$, the subjective global distrust value of the SEF $P(d_{SEF})$, the subjective global uncertain value of the SEF $P(u_{SEF})$.

1: Let the service invocation terminal of the SEF be $Q$;
2: Create a stack $s$;
3: Push service invocation root into stack $s$, and mark it as visited;
4: while $s$ is not empty do
5:   Pop the vertex $v$ on the top of stack $s$, and mark it as visited;
6:   Mark all the predecessors as $w_i$;
7:   $P(t_v) = P(t_v | t_{w_i}) P(\neg \bigwedge t_{w_i}) + P(t_v | \neg \bigwedge t_{w_i}) P(\bigwedge t_{w_i})$;
8:   $P(d_v) = P(d_v | d_{w_i}) P(\neg \bigwedge d_{w_i}) + P(d_v | \neg \bigwedge d_{w_i}) P(\bigwedge d_{w_i})$;
9:   for all each successor $u$ of $v$ do
10:      if $u$ has no unvisited predecessors then
11:         Push $u$ into $s$;
12:      end if
13:   end for
14: end while
15: $P(t_{SEF}) = P(t_Q)$;
16: $P(d_{SEF}) = P(d_Q)$;
17: $P(u_{SEF}) = 1 - P(t_{SEF}) - P(d_{SEF})$;
18: return $P(t_{SEF}), P(d_{SEF}), P(u_{SEF})$;

invoke service invocation terminal $Q$ directly, there is no trust dependency of $Q$ on $S$ directly. However, with service components $A$, $B$ and $C$, $Q$ can be indirectly invoked by $S$, corresponding with the composition of trust dependency from $S$ to $Q$.

In Fig. 6.8 as $A$ is only dependent on $S$, and $t_S$, $d_S$ and $u_S$ are the partition of the trust space for $S$, according to the law of total expectation, we have

$$P(t_A) = P(t_A | t_S) P(t_S) + P(t_A | \neg t_S) (P(\neg t_S))$$
$$= P(t_A | t_S) P(t_S) + P(t_A | \neg t_S) (1 - P(t_S)) \quad (6.31)$$

where $\neg$ is the NOT operator in logic $P(\neg X) = 1 - P(X)$, $P(\neg t_S) = 1 - P(t_S) = P(d_S) + P(u_S)$. In addition, as $S$ is the service invocation root, $P(t_S), P(d_S)$ and $P(u_S)$ can be computed from the trust ratings of $S$ (as illustrated in Example 2). Moreover,
trust dependency $P(t_A | t_S)$ and $P(t_A | ¬t_S)$ can also be computed (as illustrated in Example 3). Hence, according to Eq. (6.31), $P(t_A)$ can be obtained. Similarly, $P(t_B)$ and $P(t_C)$ can be deducted as follows,

\begin{align}
P(t_B) &= P(t_B | t_A)P(t_A) + P(t_B | ¬t_A)(1 - P(t_B)), \\
P(t_C) &= P(t_C | t_A)P(t_A) + P(t_C | ¬t_A)(1 - P(t_C)).
\end{align}

(6.32) (6.33)

As $P(t_B | t_A)$, $P(t_B | ¬t_A)$, $P(t_C | t_A)$ and $P(t_C | ¬t_A)$ in Eqs. (6.32) and (6.33) can be computed (as illustrated in Example 3), $P(t_B)$ and $P(t_C)$ can be obtained respectively. In Fig. 6.8, as the service invocation terminal $Q$ is dependent on service components $B$ and $C$, we have

\begin{align}
P(t_Q) &= P(t_Q | t_B \land t_C)P(t_B \land t_C) \\
&\quad + P(t_Q | ¬(t_B \land t_C))P(¬(t_B \land t_C)).
\end{align}

(6.34)

In addition, as $B$ and $C$ are independent of each other, $P(t_B \land t_C) = P(t_B)P(t_C)$. Hence, from Eq. (6.34) we have

\begin{align}
P(t_Q) &= P(t_Q | t_B \land t_C)P(t_B)P(t_C) \\
&\quad + P(t_Q | ¬(t_B \land t_C))(1 - P(t_B)P(t_C)).
\end{align}

(6.35)

In Eq. (6.35), as both $P(t_Q | t_B \land t_C)$ and $P(t_Q | ¬(t_B \land t_C))$ can be computed (as illustrated in Example 3), $P(t_Q)$ can be obtained. Therefore, the global trust of the SEF, $P(t_{SEF}) = P(t_Q)$, can be evaluated from the above deductive process from Eq. (6.31) to Eq. (6.35).

When applying Algorithm 9 to the SEF in Fig. 6.7, we have the following process
in steps.

\begin{align*}
\text{Step 1} &: \quad P(t_A) = P(t_A|t_S)P(t_S) + P(t_A|\neg t_S)(1 - P(t_S)); \quad (6.36) \\
\text{Step 2} &: \quad P(t_B) = P(t_B|t_S)P(t_S) + P(t_B|\neg t_S)(1 - P(t_S)); \quad (6.37) \\
\text{Step 3} &: \quad P(t_C) = P(t_C|t_S)P(t_S) + P(t_C|\neg t_S)(1 - P(t_S)); \quad (6.38) \\
\text{Step 4} &: \quad P(t_D) = P(t_D|t_A)P(t_A) + P(t_D|\neg t_A)(1 - P(t_A)); \quad (6.39) \\
\text{Step 5} &: \quad P(t_F) = P(t_F|t_B)P(t_B) + P(t_F|\neg t_B)(1 - P(t_B)); \quad (6.40) \\
\text{Step 6} &: \quad P(t_I) = P(t_I|t_C)P(t_C) + P(t_I|\neg t_C)(1 - P(t_C)); \quad (6.41) \\
\text{Step 7} &: \quad P(t_L) = P(t_L|t_D \land t_F \land t_I)P(t_D)P(t_F)P(t_I) \\
&\quad + P(t_L|\neg(t_D \land t_F \land t_I))(1 - P(t_D)P(t_F)P(t_I)); \quad (6.42) \\
\text{Step 8} &: \quad P(t_M) = P(t_M|t_F)P(t_F) + P(t_M|\neg t_F)(1 - P(t_F)); \quad (6.43) \\
\text{Step 9} &: \quad P(t_Q) = P(t_Q|t_L \land t_M)P(t_L)P(t_M) \\
&\quad + P(t_Q|\neg(t_L \land t_M))(1 - P(t_L)P(t_M)); \quad (6.44) \\
\text{Step 10} &: \quad P(t_{SEF}) = P(t_Q). \quad (6.45)
\end{align*}

As each trust dependency, represented by a conditional probability in the above equations, can be computed (as illustrated in Example 3), from Eq. (6.36) to Eq. (6.45) the subjective global trust value of the SEF in Fig. 6.7, \(P(t_{SEF})\) can be finally obtained. Similarly, the subjective global distrust value \(P(d_{SEF})\) of the SEF in Fig. 6.7 can be computed, with which the subjective global uncertain value \(P(u_{SEF}) = 1 - P(t_{SEF}) - P(d_{SEF})\) can be obtained.

Regarding the comparison of multiple SEFs with the same functionality, we firstly compare their trust values. For any two SEFs, the one with a larger trust value is preferable. If they have approximately the same trust value, their distrust values should be compared. The SEF with a lower distrust value is preferable.

\(SEF_1\) with \((P(t_{SEF_1}), P(d_{SEF_1}), P(u_{SEF_1}))\) and \(SEF_2\) with \((P(t_{SEF_2}), P(d_{SEF_2}), P(u_{SEF_2}))\) are comparable in the following cases:
Case 1: If $|P(t_{SEF_1}) - P(t_{SEF_2})| < \epsilon_{SEF_1}$ and $|P(d_{SEF_1}) - P(d_{SEF_2})| < \epsilon_{SEF_2}$, $SEF_1$ and $SEF_2$ are equivalent in trust level, where $0 < \epsilon_{SEF_1}, \epsilon_{SEF_2} \ll 1$ are thresholds that can be specified by service clients or trust management authorities.

Case 2: If $P(t_{SEF_1}) - P(t_{SEF_2}) > \epsilon_{SEF_1}$, $SEF_1$ is preferable.

Case 3: If $|P(t_{SEF_1}) - P(t_{SEF_2})| < \epsilon_{SEF_1}$ and $P(d_{SEF_1}) - P(d_{SEF_2}) > \epsilon_{SEF_2}$, $SEF_2$ is preferable.

6.2.5 Experiments and Analysis on Subjective Global Trust Evaluation

In this section, we will study the properties of our trust estimation method for service components, after which we will present the experimental results for studying our proposed SELECTIVE approach and explaining the following questions:

Q1: why should service invocation structures be taken into account in trust evaluation?

Q2: why should trust dependency caused by direct invocations be taken into account in global trust evaluation?

Q3: why should the dependency caused by indirect invocations be taken into account in trust evaluation?

In these experiments, ratings are taken from Epinions [2], which is a popular online reputation system, and each rating is an integer in $\{1, 2, 3, 4, 5\}$. After normalization, a rating is in $\{0, 0.25, 0.5, 0.75, 1\}$. The rating data set adopted in this chapter has 664824 ratings in total, out of which 6.50% are 0, 7.62% are 0.25, 11.36% are 0.5, 29.23% are 0.75 and 45.28% are 1. In general, the ratings at Epinions are observed to be surprisingly positive.

We set $\epsilon_{SEF_1} = \epsilon_{SEF_2} = 0.001$, which are the thresholds in the comparison of multiple $SEFs$. 
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**Figure 6.9:** Certainty with fixed ratio of $x_4$ and $x_5$

**Figure 6.10:** Certainty with fixed $x_4 + x_5$
6.2.5.1 Important Properties in Trust Estimation

Since certainty is important for the trust estimation of service components, which is the foundation of our proposed subjective global trust evaluation method, we will illustrate its important properties in this section.

Let $x_i$ be the number of occurrences of rating $r_i$ in the rating sample ($0 \leq i \leq k$). In this section, we will mostly focus on the cases when $x_1 = x_2 = x_3 = 0$, which corresponds to the scenario that our adopted Epinions rating data set is observed to be surprisingly positive. This scenario also universally exists in the other rating data sets, such as eBay, as reported in [41].

Firstly, let us consider a scenario where the total number of ratings is increasing when $x_1 = x_2 = x_3 = 0$ and the ratios of $x_4$ and $x_5$ are fixed. Let $x_4 : x_5 = 3 : 7$, $4 : 6$ and $5 : 5$ respectively. We can observe how the function curve of certainty changes in Fig. 6.9, where Fig. 6.9 (right) is partly enlarged in comparison to Fig. 6.9 (left).

Below, we introduce a theorem that generalizes the case illustrated in Fig. 6.9.

**Theorem 8:** If $x_i : x_j$ ($i \neq j$) is fixed, given the fixed $x_h$ ($h \neq i, h \neq j$), the certainty of ratings increases with respect to the total number of ratings.

**Proof idea:** Show that $c'(x_j, x_k, x_l, x_m, x_i) > 0$ for $x_i : x_j = k$ and fixed $x_k, x_l$ and $x_m$.

Due to space constraints, the full proofs of all theorems in this chapter are included in Appendix B.

Secondly, let us consider a scenario where $x_4$ is increasing when $x_1 = x_2 = x_3 = 0$ and $x_4 + x_5$ is fixed. We set $x_4 + x_5 = 150, 120$ or $90$ respectively, and observe how the function curve of certainty changes in Fig. 6.10. Hence, we can have the following theorem generalizing the observations.

**Theorem 9:** If $\text{sum} = x_i + x_j$ ($i \neq j$) is fixed, given the fixed $x_h$ ($h \neq i, h \neq j$), the certainty of ratings is increasing with respect to $x_i$ when $x_i < \text{sum}/2$; otherwise, the certainty of ratings is decreasing with respect to $x_i$ when $x_i > \text{sum}/2$.

**Proof idea:** Show that the deviation from the prior distribution increases with the
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In addition, let us consider a scenario where $x_4$ and $x_5$ are both increasing when $x_1 = x_2 = x_3 = 0$.

In Fig. 6.11, when $x_4$ is fixed and $x_1 = x_2 = x_3 = 0$, the certainty of ratings increases with the increment of $x_5$. Meanwhile, when $x_5$ is fixed and $x_1 = x_2 = x_3 = 0$, the certainty of ratings increases with respect to $x_4$. Furthermore, we can observe that the plane of certainty function is symmetric with the plane of $x_4 = x_5$. Hence, we can have the following theorem.

**Theorem 10:** $c(x_i, x_j, x_k, x_l, x_m) = c(x_j, x_k, x_l, x_i, x_m)$ for fixed $x_k, x_l$ and $x_m$.

**Proof:** According to Definition 35, $c(x_i, x_j, x_k, x_l, x_m) = c(x_j, x_k, x_l, x_i, x_m)$ for fixed $x_k, x_l$ and $x_m$. 

Finally, let us consider a scenario where $x_4$ and $x_5$ are increasing when $x_1 = x_2 = 0$ and $x_3 = 10$. The properties illustrated in Fig. 6.12 are similar to those in Fig. 6.11. Hence, we can have the following theorem.

**Theorem 11:** The certainty of ratings increases with respect to $x_i$ (i.e. the number of
occurrences of rating $r_i$), given all the fixed $x_h$ ($h \neq i$).

**Proof idea:** Show that given all the fixed $x_h$, the deviation from the prior distribution increases with the increment of $x_i$. 

The above theorems show how certainty, which is important to determine trust according to Definition 37, evolves with respect to the increment of the number of a rating’s occurrences under different conditions. Following these theorems, a service provider who wishes his/her service to achieve a specific level of certainty can ask the trust management authority to find out how many trust ratings would be needed under a certain condition, or a service client can ask the trust management authority to compute certainty to see if a service has reached an acceptable level.
6.2.5.2 Experiment 1 on Service Invocation Structure

In this experiment, we take the SEF in Fig. 6.7 (denoted as SEF₁) as an example to illustrate the computational details of our proposed SELECTIVE approach. By comparing our SELECTIVE approach with the existing global trust evaluation approach discussed in [104], we explain why service invocation structures should be taken into account in trust evaluation (Q1).

As illustrated in Example 2 and listed in Table 6.3, each rating of a service component can be judged as trust, distrust or uncertain. The trust dependency in composite services can then be evaluated, as illustrated in Example 3 and listed in Table 6.4. According to Definition 39, the trust of service invocation root $S$ can be computed based on its ratings directly, and $P(t_S) = 1$. Following our proposed SELECTIVE approach, the subjective global trust value of $SEF_1$ in Fig. 6.7, $P(t_{SEF_1})$, can be calculated according to Eqs. (6.36) to (6.45). Hence, we can obtain $P(t_{SEF_1}) = 0.4820$. Similarly, we have $P(d_{SEF_1}) = 0$ and $P(u_{SEF_1}) = 1 - P(t_{SEF_1}) - P(d_{SEF_1}) = 0.5180$.

In order to illustrate the necessity of service invocation structures in trust evaluation, let us change the service invocation structure of $SEF_1$ in Fig. 6.7 to be the one in Fig. 6.13, which is denoted as $SEF_2$. The difference between $SEF_1$ and $SEF_2$ is that in Fig. 6.7 service component $B$ invokes $F$ and $C$ invokes $I$. In contrast, in Fig. 6.13, $B$ invokes $I$ and $C$ invokes $F$. The trust dependency in $SEF_2$ can be evaluated as $P(t_B|t_S) = 0.8$, $P(t_B|\neg t_S) = 0$, $P(t_C|t_S) = 1$, $P(t_C|\neg t_S) = 0$, $P(t_F|t_B) = 0.8$, $P(t_F|\neg t_B) = 0.2$, $P(t_I|t_C) = 0.8$, $P(t_I|\neg t_C) = 0$, and the remaining trust dependency in $SEF_2$ is listed in Table 6.4. Following our SELECTIVE approach (from Eq. (6.36) to Eq. (6.45)), the subjective global trust value of $SEF_2$ is $P(t_{SEF_2}) = 0.3268$. When compared with $P(t_{SEF_1}) = 0.4820$, we can observe that following our SELECTIVE approach, we prefer $SEF_1$ to $SEF_2$ (refer to Table 6.5).

In most existing global trust evaluation approaches, service invocation structures have not been taken into account (e.g. the approach proposed in [104]). When we change the service invocation structure (e.g. change the invocation structure in Fig.
Table 6.5: Trust results in Experiment 1

<table>
<thead>
<tr>
<th></th>
<th>$SEF_1$</th>
<th>$SEF_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global trust evaluation approach in [104]</td>
<td>$T_{SEF_1} = 0.8763$</td>
<td>$T_{SEF_2} = 0.8763$</td>
</tr>
<tr>
<td>SELECTIVE approach</td>
<td>$P(t_{SEF_1}) = 0.4820$</td>
<td>$P(t_{SEF_2}) = 0.3268$</td>
</tr>
</tbody>
</table>

6.7 to be the one in Fig. 6.13), the global trust value remains unchanged in these approaches (e.g. $T_{SEF_1} = T_{SEF_2} = 0.8763$ (refer to Table 6.5)). However, considering trust dependency, when we have changed the service invocation structure, the subjective global trust value of the $SEF$ should change as well (e.g. $P(t_{SEF_1}) \neq P(t_{SEF_2})$).

Hence, without considering service invocation structures, the trustworthiness of these two different $SEFs$ cannot be distinguished. Therefore, service invocation structures should be taken into account in the global trust evaluation of composite services, and our proposed SELECTIVE approach considering service invocation structures can yield reasonable results.

6.2.5.3 Experiment 2 on Trust Dependency

In this section, we present the experimental results to compare our proposed SELECTIVE approach with the existing global trust evaluation approach in Section 5.3.2, and explain why trust dependency should be taken into account in global trust evaluation (Q2).

In order to illustrate the necessity of trust dependency in trust evaluation, let us exchange the rating at execution $e_9$ (i.e. $r_{I_9} = 0.5$) and the rating at $e_{18}$ (i.e. $r_{I_{18}} = 1$) for service component $I$ in $SEF_1$, and let $SEF_3$ denote the exchanged $SEF$. Although the global trust evaluation approach proposed in Section 5.3.2 has considered service invocation structures, the trust dependency in composite services is ignored. In this experiment, without loss of generality, the weights of service components in all Pa structures of composite services are set at 1, and the requesting client’s prior subjective belief about the trust of each service component is set at $\delta = 0.5$. Then,
### Table 6.6: Trust results in Experiment 2

<table>
<thead>
<tr>
<th></th>
<th>$SEF_1$</th>
<th>$SEF_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global trust evaluation approach in Section 5.3.2</td>
<td>$T_{SEF_1} = 0.1759$</td>
<td>$T_{SEF_3} = 0.1759$</td>
</tr>
<tr>
<td>SELECTIVE approach</td>
<td>$P(t_{SEF_1}) = 0.4820$</td>
<td>$P(t_{SEF_3}) = 0.4892$</td>
</tr>
</tbody>
</table>

following Algorithm 7 in Section 5.3.2, the global trust value can be computed as $T_{SEF_1} = T_{SEF_3} = 0.1759$ (refer to Table 6.6).

However, when compared with the trust dependency in $SEF_1$, the trust dependency in $SEF_3$ changes to $P(t|t_C) = 0.7$ and $P(t|\neg t_C) = 0.1$. Following our proposed SELECTIVE approach, the subjective global trust value of $SEF_3$ is $P(t_{SEF_3}) = 0.4892$, which is larger than $P(t_{SEF_1}) = 0.4820$ (also refer to Table 6.6). This means that following our SELECTIVE approach, we prefer $SEF_3$ to $SEF_1$.

In the global trust evaluation approach proposed in Section 5.3.2, firstly the trust value of each service component is computed. Based on service invocation structures, these values are then aggregated to obtain the global trust value. Obviously, this approach has not considered trust dependency. However, following Definition 39, the trust of a service component is different when it is invoked by different direct predecessors. In order to consider this kind of dependency caused by invocations when evaluating the global trust of composite services, it is necessary to take into account the trust dependency between service components instead of a single trust value of every service component only. Therefore, our proposed SELECTIVE approach, which takes trust dependency into account, can yield reasonable results in the global trust evaluation of composite services.

### 6.2.5.4 Experiment 3 on Trust-Oriented Composite Service Selection

In this experiment, we compare our proposed SELECTIVE approach with the joint subjective probability approach proposed in Section 6.2.3 by applying both approaches to the travel plan composite services in Fig. 6.6. The joint subjective probability
Table 6.7: Trust results in Experiment 3

<table>
<thead>
<tr>
<th>Joint subjective probability approach in Section 6.2.3</th>
<th>$SEF_1$</th>
<th>$SEF_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P(SEF_1) = 0.2704$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$P(SEF_4) = 0.2774$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SELECTIVE approach</td>
<td>$P(t_{SEF_1}) = 0.4820$</td>
<td>$P(t_{SEF_4}) = 0.3537$</td>
</tr>
</tbody>
</table>

approach is proposed to evaluate the subjective global trust of a composite service. In this approach, we explain why the dependency caused by indirect invocations should be taken into account in trust evaluation (Q3).

Let $SEF_1$ denote the service execution flow \{S, A, B, C, D, F, I, L, M and Q\} and let $SEF_4$ denote the service execution flow \{S, A, B, C, D, G, I, L, M and Q\} in Fig. 6.6. The difference between the two $SEF$s is that $F$ is in $SEF_1$ and $G$ is in $SEF_4$. All the ratings of service components in this section are taken from Epinions [2] and are listed in Table 6.1. For the sake of simplicity, we assume that the ratings of $L$ and $M$ when invoked by $G$ are the same as their ratings when invoked by $F$.

Following the joint subjective probability approach, with the trust dependency listed in Table 6.4, the subjective global trust value of $SEF_1$ can be obtained as $P(SEF_1) = 0.2704$. In $SEF_4$, the trust dependency related to service component $G$ can be evaluated (as illustrated in Example 3). Hence, we have $P(t_G|t_B) = 0.85$, $P(t_G|¬t_B) = 0$, $P(t_L|t_D\land t_G\land t_I) = 0.6$, $P(t_L|¬(t_D\land t_G\land t_I)) = 0.4$, $P(t_M|t_G) = 0.85$ and $P(t_M|¬t_G) = 0.15$, and the remaining trust dependency in $SEF_4$ can be evaluated, as listed in Table 6.4. Following the joint subjective probability approach in Section 6.2.3, we have $P(SEF_4) = 0.2774$, which is larger than $P(SEF_1) = 0.2704$ (also refer to Table 6.7).

In contrast, following our proposed SELECTIVE approach, as we have illustrated in the first experiment, the subjective global trust value of $SEF_1$ is $P(t_{SEF_1}) = 0.4820$. Similarly, the subjective global trust value of $SEF_4$ is $P(t_{SEF_4}) = 0.3537$, which is smaller than $P(t_{SEF_1}) = 0.4820$ (also refer to Table 6.7).

Both approaches consider both service invocation structures and trust dependency. However, in the above two examples, they yield completely different conclusions. That
is because the joint subjective probability approach only considers trust dependency 
\( P(t_V \lor W_i) \), i.e. the possibility of all service invocations in a composite service are trustworthy, where \( \{W_i\} \) are the direct predecessors of \( V \). In contrast, according to the law of total expectation in causal decision theory, our SELECTIVE approach takes into account not only trust dependency \( P(t_V \lor W_i) \), but also trust dependency \( P(t_V \lor \neg W_i) \), which contains both \( P(t_V \lor uW_i) \) and \( P(t_V \lor dW_i) \). In our SELECTIVE approach, every service component in a composite service corresponds with a subjective probability value, which is computed based on all its preceding trust dependency. Thus, the service invocation terminal corresponds with a subjective probability value. This value is computed based on all trust dependency in the composite service, caused by both direct invocations and indirect ones, and is taken as the global trust value of the composite service. Therefore, our SELECTIVE approach can compute more reasonable results that can reflect the global trustworthiness of a composite service in comparison to existing approaches.

6.3 Conclusions

In this chapter, we firstly propose a fuzzy comprehensive evaluation based method for building up a projection from the trust ratings in the transaction history of a service provider to an upcoming transaction. This process is named context based trust normalization. After trust normalization, normalized trust ratings are used directly for trust evaluation, the result of which would be closely bound to the upcoming transaction, and thus is more accurate and objective. Hence, trust normalization is preprocessing before trust evaluation, which makes it easily transferable to any trust evaluation method without many modifications. From our experimental results, we can observe that our proposed context based trust normalization method can detect some typical risks in transactions that can hardly be identified by existing trust evaluation methods calculating the general and global trust value only.

With the normalized ratings, in composite services our proposed subjective trust
estimation method for service components is based on Bayesian inference, which is a component of subjective probability theory. This novel method can aggregate the non-binary discrete subjective ratings given by service clients and maintain the subjective probability property of trust. In addition, the trust dependency caused by service invocations is interpreted as conditional probability, which is evaluated based on the subjective trust estimation of service components. This novel interpretation makes it feasible to deal with invocation structures using subjective probability theory. Furthermore, on the basis of the above fundamental subjective trust estimation and probability interpretation of trust dependency, a subjective probability based deductive approach has been proposed to evaluate the subjective global trustworthiness of a composite service. Experiments have demonstrated that our approach can deliver reasonable results that are critical for the decision-making of service clients in trustworthy service selection.

To our best knowledge, this is the first work in the literature on subjective trust estimation for service components based on non-binary discrete ratings. This is also the first work in the literature on the subjective global trust evaluation of composite services with complex invocation structures.

In composite services, if there is a dependency between QoS (Quality of Service) of service components, our SELECTIVE approach can be applied in QoS-oriented composite service selection. In our future work, with our subjective global trust evaluation approach, efficient algorithms will be studied for trust-oriented composite service selection.
Chapter 7

Conclusions and Future Work

In recent years, Service-Oriented Computing (SOC) has emerged to be an increasingly important research area attracting attention from both the research and industry communities. In SOC applications, various services are provided to clients by different providers in a loosely-coupled environment. In such context, a service can refer to a transaction, such as selling a product online (i.e. the traditional online services), or a functional component implemented by Web service technologies. However, when a client looks for a service out of a large pool of services provided by different service providers, in addition to functionality the trust of a service provider is also a key factor for service selection.

In SOC environments, the trust issue is very important. Effective and efficient trust evaluation is highly crucial to provide valuable information to service clients, enabling them to select trustworthy service providers, utilize high quality services and prevent monetary loss.

In this thesis, two main aspects to our research studies on trust evaluation in service-oriented environments can be described.

1. One aspect of the work presented in this thesis is trust vector based approaches to trust rating aggregations in service-oriented environments.

   (a) In our single trust vector approach, a trust vector is proposed to predict the trust trend and represent a set of ratings distributed within a time interval, which consists of three values: final trust level, service trust trend and ser-
vice performance consistency level. The final trust level is the global trust value represented by a value in [0, 1]. The service trust trend is computed as a numerical value in $(-\infty, +\infty)$ representing the trend of service trust changes within a given time interval that can be interpreted as coherent, up-going, dropping or uncertain. The service performance consistency level is represented by a numerical value in [0, 1] measuring the extent to which the computed service trust trend fits the given set of trust ratings.

With trust vectors, two service providers with the similar final trust values can be compared.

(b) In our multiple trust vector approach, a two dimensional aggregation is performed, which consists of both vertical and horizontal aggregations of trust ratings. The vertical aggregation calculates the aggregated rating representing the trust level for the services delivered in a small time period. The horizontal aggregation applies our proposed optimal multiple time intervals (MTI) algorithm to determine the minimal number of time intervals, within each of which a trust vector with three values can be calculated to represent all the ratings in that time interval and preserve the trust features well. Hence, a small set of trust vectors can represent a large set of trust ratings. This is significant for large-scale trust rating transmission and trust evaluation.

In the optimal MTI algorithm, given a set of ratings and the same threshold, several minimal sets of MTI may exist. Thus, in our future work, the optimal MTI algorithm can be further extended to find the best set of MTI with the best preserved trust features or the largest summation of SPCL values.

2. The other aspect of the work presented in this thesis concerns trust-oriented composite service selection and discovery.

In SOC environments, to satisfy the specified functionality requirement, it is
usually necessary to effectively compose different kinds of services across domains forming a composite service, which requires that the involved service can be trusted by service clients and other collaborating services. For example, if we need a travel plan for attending a conference, this travel plan includes a conference registration service, a hotel reservation service, an air ticket booking service and a local transportation arrangement service (to choose the airport shuttle, train or taxi). Hence, the travel plan is a composite service. Meanwhile, given a set of various services, different compositions may lead to different service structures. Although these certainly enrich the service provision, they greatly increase the computation complexity and thus make trustworthy service selection and discovery a very challenging task.

In the literature, although a variety of trust evaluation methods exist in different areas, no proper mechanism exists for evaluating the global trust of a composite service with both the subjective property of trust and the complex service invocation structure. On the basis of the subjective trust estimation of service components and the probability interpretation of trust dependency between service components, in this thesis an effective subjective trust evaluation approach is proposed to evaluate the subjective global trust value of a composite service. In addition, taking trust evaluation and the complex structure of composite services into account, an effective and efficient algorithm is proposed for composite service selection and discovery. For the travel plan example, with our proposed algorithm, a service client can send a single request and the most trustworthy or nearly-optimal composite service, which is the best combination of service components with the largest global trust value, can be obtained automatically.

However, some research problems remain open for trust-oriented composite service selection and discovery, which will be solved in our future work.

(a) Although we have mentioned some mechanisms from cognitive science to deal with trust (e.g. the recency effect presented in Section 3.1.1 and the
mechanism presented in Section 4.1.1), there is still a necessity to systematically present all mechanisms from cognitive science, which can deal with trust subjectively and maintain the subjective property of ratings and trust results.

(b) With our subjective global trust evaluation approach, efficient algorithms will be studied for trust-oriented composite service selection. Especially for trust-oriented composite service selection with QoS constraints, as it is a NP-hard problem, effective and efficient QoS constrained trust-oriented composite service selection algorithms will be studied.

(c) In composite services, if there is a dependency between QoS (Quality of Service) of service components our proposed composite service selection algorithm can be applied in QoS-oriented composite service selection.

(d) During the execution of a service execution flow (SEF) in composite services, when some services suddenly become unaccessible, it is necessary to composite services again and select another SEF. This SEF selection should not only maximize the trust value of final executed SEF, but also maximally utilize the assessed services.
## Appendix A

### Notations Used in This Thesis

<table>
<thead>
<tr>
<th>Notation</th>
<th>Representation</th>
<th>First occurrence</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A(\alpha, C)$</td>
<td>fuzzy number</td>
<td>Section 3.2.2.1</td>
</tr>
<tr>
<td>$d_{t_i}$</td>
<td>the distance from point $(t_i, R(t_i))$ to the regression line</td>
<td>Section 3.1.2</td>
</tr>
<tr>
<td>$FTL$</td>
<td>Final Trust Level</td>
<td>Section 3.1</td>
</tr>
<tr>
<td>$h$</td>
<td>goodness-of-fit</td>
<td>Definition 7</td>
</tr>
<tr>
<td>$H$</td>
<td>threshold of goodness-of-fit</td>
<td>Section 3.2.3</td>
</tr>
<tr>
<td>$p_{a_0}$</td>
<td>regression line $R = p_{a_0} + p_{a_1}t$</td>
<td>Section 3.1.2</td>
</tr>
<tr>
<td>$q_{i1}$</td>
<td>the advertised QoS values at time $i$</td>
<td>Section 3.2.3</td>
</tr>
<tr>
<td>$q_{i2}$</td>
<td>\vdots</td>
<td>\null</td>
</tr>
<tr>
<td>$q_{in}$</td>
<td>\null</td>
<td>\null</td>
</tr>
<tr>
<td>$R(t_i)$</td>
<td>the trust rating for the service delivered at the small time period $t_i$</td>
<td>Section 3.1.2</td>
</tr>
<tr>
<td>$S$</td>
<td>objective function in linear programming</td>
<td>Section 3.2.3</td>
</tr>
<tr>
<td>$S_{\tilde{A}}$</td>
<td>the fuzziness of $A$</td>
<td>Definition 8</td>
</tr>
<tr>
<td>$S_{\text{dist}}$</td>
<td>the sum of squares of the distance</td>
<td>Definition 2</td>
</tr>
<tr>
<td>$SPCL$</td>
<td>Service Performance Consistency Level</td>
<td>Section 3.1</td>
</tr>
<tr>
<td>$STT$</td>
<td>Service Trust Trend</td>
<td>Section 3.1</td>
</tr>
<tr>
<td>$T_{FTL}^{[t_1, t_n]}$</td>
<td>the $FTL$ value for the time interval $[t_1, t_n]$</td>
<td>Definition 1</td>
</tr>
<tr>
<td>$T_i$</td>
<td>the rating of the delivered service</td>
<td>Section 3.2.3</td>
</tr>
<tr>
<td>$T_i^*$</td>
<td>the center of $T_i^*$</td>
<td>Section 3.2.3</td>
</tr>
<tr>
<td>$T_{SPCL}^{[t_1, t_n]}$</td>
<td>the $SPCL$ value for the time interval $[t_1, t_n]$</td>
<td>Definition 5</td>
</tr>
<tr>
<td>$T_{STT}^{[t_1, t_n]}$</td>
<td>the $STT$ value for the time interval $[t_1, t_n]$</td>
<td>Definition 6</td>
</tr>
</tbody>
</table>
Notations Used in This Thesis

Table A.2: Notations Used in Chapter 3 (continued)

<table>
<thead>
<tr>
<th>Notation</th>
<th>Representation</th>
<th>First occurrence</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{[t_1,t_n]}$</td>
<td>The service trust vector for the trust ratings given in time interval $[t_1,t_n]$</td>
<td>Definition 6</td>
</tr>
<tr>
<td>$V_{pr}(t_i)$</td>
<td>the predicted value of regression line</td>
<td>Definition 3</td>
</tr>
<tr>
<td>$V_{[t_1,t_n]}$</td>
<td>weighted average distance for the time interval $[t_1,t_n]$</td>
<td>Definition 4</td>
</tr>
<tr>
<td>$w_{t_i}$</td>
<td>weight at $t_i$</td>
<td>Definition 1</td>
</tr>
<tr>
<td>$W_j$</td>
<td>parameters in linear programming</td>
<td>Section 3.2.3</td>
</tr>
<tr>
<td>$\epsilon_{SPCL1}$</td>
<td>thresholds used to determine the case of SPCL</td>
<td>Section 3.1.3</td>
</tr>
<tr>
<td>$\epsilon_{SPCL2}$</td>
<td>threshold used to determine the case of STT</td>
<td>Section 3.1.3</td>
</tr>
<tr>
<td>$\epsilon_{Vector_1}$</td>
<td>thresholds used to compare trust vector</td>
<td>Section 3.1.4</td>
</tr>
<tr>
<td>$\epsilon_{Vector_2}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\epsilon_{Vector_3}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mu_{\tilde{A}}(x)$</td>
<td>the membership function of fuzzy number $A$</td>
<td>Section 3.2.2.1</td>
</tr>
</tbody>
</table>

Table A.3: Notations Used in Chapter 4

<table>
<thead>
<tr>
<th>Notation</th>
<th>Representation</th>
<th>First occurrence</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{v_i}^{(1)}$</td>
<td>in the boundary included optimal MTI algorithm, the distance from $v_1$ to $v_j$</td>
<td>Section 4.2.6</td>
</tr>
<tr>
<td>$d_{v_i}^{(2)}$</td>
<td>in the boundary excluded optimal MTI algorithm, the distance from $v_1$ to $v_j$</td>
<td>Section 4.2.6</td>
</tr>
<tr>
<td>$d_{v_i}^{(3)}$</td>
<td>in the boundary mixed optimal MTI algorithm, the distance from $v_1$ to $v_j$</td>
<td>Section 4.2.6</td>
</tr>
<tr>
<td>$\deg^{-}(v_i)$</td>
<td>the indegree of $v_i$</td>
<td>Section 4.2.4</td>
</tr>
<tr>
<td>$dis(v_i)$</td>
<td>the distance from $v_1$ to $v_i$</td>
<td>Section 4.2.4</td>
</tr>
<tr>
<td>$D(v_i, v_j)$</td>
<td>the distance from $v_i$ to $v_j$</td>
<td>Section 4.2.6</td>
</tr>
<tr>
<td>$D_r^{(t_i)}$</td>
<td>relative rating density</td>
<td>Definition 15</td>
</tr>
<tr>
<td>$fre(r_j^{(t_i)})$</td>
<td>the frequency of $r_j^{(t_i)}$ delivered at $t_i$</td>
<td>Definition 15</td>
</tr>
<tr>
<td>$FTL$</td>
<td>Final Trust Level</td>
<td>Section 3.1</td>
</tr>
<tr>
<td>$G_{MTI}([l_{tb_i}, r_{tb_i}])$</td>
<td>MTI goodness-of-fit</td>
<td>Definition 22</td>
</tr>
<tr>
<td>$m$</td>
<td>the number of ratings for the services delivered at $t_i$</td>
<td>Section 4.1</td>
</tr>
<tr>
<td>$m_0$</td>
<td>argument to control the function curve</td>
<td>Definition 18</td>
</tr>
<tr>
<td>$m'$</td>
<td>the number of ratings in $[R_l^{(t_i)}, R_u^{(t_i)}]$</td>
<td>Definition 14</td>
</tr>
<tr>
<td>$m''$</td>
<td>the number of trust ratings in $[R_l^{(t_i)}, R_u^{(t_i)}]$</td>
<td>Definition 20</td>
</tr>
</tbody>
</table>
### Table A.4: Notations Used in Chapter 4 (continued)

<table>
<thead>
<tr>
<th>Notation</th>
<th>Representation</th>
<th>First occurrence</th>
</tr>
</thead>
<tbody>
<tr>
<td>( M )</td>
<td>the adjacent matrix</td>
<td>Section 4.2.4</td>
</tr>
<tr>
<td>( MTI )</td>
<td>multiple time intervals</td>
<td>Section 4.2</td>
</tr>
<tr>
<td>( n )</td>
<td>the number of data points, i.e. ( n =</td>
<td>{(t_i, R(t_i))}</td>
</tr>
<tr>
<td>( n_{\text{marginal}}^{(t_i)} )</td>
<td>the number of marginal ratings for the services delivered at ( t_i )</td>
<td>Definition 16</td>
</tr>
<tr>
<td>( n_{\text{total}}^{(t_i)} )</td>
<td>the total number of ratings for the services delivered at ( t_i )</td>
<td>Definition 16</td>
</tr>
<tr>
<td>( p_{\text{marginal}}^{(t_i)} )</td>
<td>the marginal rating percentage at ( t_i )</td>
<td>Definition 16</td>
</tr>
<tr>
<td>( r_{j}^{(t_i)} )</td>
<td>rating from client ( j ) for the services delivered at ( t_i )</td>
<td>Definition 13</td>
</tr>
<tr>
<td>( r_{j}^{(t_i),\text{med}} )</td>
<td>the distance between ( r_j^{(t_i)} ) and ( R_c^{(t_i)} )</td>
<td>Principle 3</td>
</tr>
<tr>
<td>( r_{k}^{(t_i),\text{yar}} )</td>
<td>rating in the range of ([R_l^{(t_i)}, R_u^{(t_i)}])</td>
<td>Definition 14</td>
</tr>
<tr>
<td>( \overline{R}^{(t_i)} )</td>
<td>the rating that would ideally represent the trust level of the service delivered at ( t_i )</td>
<td>Section 4.1.1</td>
</tr>
<tr>
<td>( R_l^{(t_i)} )</td>
<td>vertically aggregated rating at ( t_i )</td>
<td>Definition 14</td>
</tr>
<tr>
<td>( R_{l}^{(t_i),\text{yar}} )</td>
<td>weighted vertically aggregated rating</td>
<td>Definition 20</td>
</tr>
<tr>
<td>( R_{c}^{(t_i),\text{yar}} )</td>
<td>weighted centerline</td>
<td>Definition 19</td>
</tr>
<tr>
<td>( R_{c}^{(t_i)} )</td>
<td>centerline of ratings ( {R_{c}^{(t_i)}} )</td>
<td>Definition 13</td>
</tr>
<tr>
<td>( R_{l}^{(t_i),\text{yar}} )</td>
<td>lower control limit</td>
<td>Section 4.1.1</td>
</tr>
<tr>
<td>( R_{l}^{(t_i),\text{yar}} )</td>
<td>weighted lower control limit</td>
<td>Definition 19</td>
</tr>
<tr>
<td>( R_{l}^{(t_i),\text{SRR}} )</td>
<td>the SRR value for client ( j ) at ( t_i )</td>
<td>Principle 3</td>
</tr>
<tr>
<td>( R_{u}^{(t_i),\text{yar}} )</td>
<td>upper control limit</td>
<td>Section 4.1.1</td>
</tr>
<tr>
<td>( R_{u}^{(t_i),\text{yar}} )</td>
<td>weighted upper control limit</td>
<td>Definition 19</td>
</tr>
<tr>
<td>( SPCL )</td>
<td>Service Performance Consistency Level</td>
<td>Section 3.1</td>
</tr>
<tr>
<td>( SRR )</td>
<td>service rating reputation</td>
<td>Section 4.1.2</td>
</tr>
<tr>
<td>( STT )</td>
<td>Service Trust Trend</td>
<td>Section 3.1</td>
</tr>
<tr>
<td>( t^{*} )</td>
<td>the root of ( T_{\text{SPCL}}^{[t_1,t_n]} = \epsilon_{MTI} )</td>
<td>Section 4.2.3</td>
</tr>
<tr>
<td>( t_{lb} )</td>
<td>the left boundary of the ( i )th time interval</td>
<td>Section 4.2.3</td>
</tr>
<tr>
<td>( t_{left} )</td>
<td>the left boundary of the ( i )th time interval</td>
<td>Section 4.2.3</td>
</tr>
<tr>
<td>( t_{mid} )</td>
<td>the midpoint of interval</td>
<td>Section 4.2.3</td>
</tr>
<tr>
<td>( t_{rb} )</td>
<td>the right boundary of the ( i )th time interval</td>
<td>Section 4.2.3</td>
</tr>
<tr>
<td>( t_{right} )</td>
<td>the right boundary of the ( i )th time interval</td>
<td>Section 4.2.3</td>
</tr>
<tr>
<td>( FTL^{[t_1,t_n]} )</td>
<td>the FTL value for the time interval ([t_1, t_n])</td>
<td>Definition 1</td>
</tr>
<tr>
<td>( SPCL^{[t_1,t_n]} )</td>
<td>the SPCL value for the time interval ([t_1, t_n])</td>
<td>Definition 5</td>
</tr>
<tr>
<td>( STT^{[t_1,t_n]} )</td>
<td>the STT value for the time interval ([t_1, t_n])</td>
<td>Definition 6</td>
</tr>
</tbody>
</table>
### Table A.5: Notations Used in Chapter 4 (continued)

<table>
<thead>
<tr>
<th>Notation</th>
<th>Representation</th>
<th>First occurrence</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tilde{T}<em>{FTL}({[t</em>{lb}, t_{rb}]})$</td>
<td>final trust value aggregated from the set of MTI</td>
<td>Definition 21</td>
</tr>
<tr>
<td>$v_i$</td>
<td>the vertex which represents point $(t_i, R(t_i))$</td>
<td>Section 4.2.4</td>
</tr>
<tr>
<td>$V_{SRR_j}^{(t_i)}$</td>
<td>the SRR value for client $j$ from $t_1$ to $t_i$</td>
<td>Definition 17</td>
</tr>
<tr>
<td>$w_{t_i}$</td>
<td>weight at $t_i$</td>
<td>Definition 1</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>$\max_{j,t_i} r_{j,t_i}$</td>
<td>Definition 18</td>
</tr>
<tr>
<td>$\epsilon_{SRR}$</td>
<td>the threshold of $R_{SRR_i}$</td>
<td>Definition 20</td>
</tr>
<tr>
<td>$\epsilon_{MTI}$</td>
<td>the threshold of $T_{SPCL}$ used to determine MTI</td>
<td>Section 4.2.2</td>
</tr>
</tbody>
</table>

### Table A.6: Notations Used in Chapter 5

<table>
<thead>
<tr>
<th>Notation</th>
<th>Representation</th>
<th>First occurrence</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$s</td>
<td>asynchronous activation</td>
<td>Section 5.2.1</td>
</tr>
<tr>
<td>$c_Y$</td>
<td>the cost of service component $Y$</td>
<td>Section 5.5.3</td>
</tr>
<tr>
<td>$C_i$</td>
<td>circular invocation</td>
<td>Section 5.2.1</td>
</tr>
<tr>
<td>$e$</td>
<td>a directed edge in $G$</td>
<td>Definition 23</td>
</tr>
<tr>
<td>$E$</td>
<td>a finite set of directed edges</td>
<td>Definition 23</td>
</tr>
<tr>
<td>$END$</td>
<td>service invocation terminal</td>
<td>Definition 26</td>
</tr>
<tr>
<td>$G$</td>
<td>service invocation graph</td>
<td>Definition 23</td>
</tr>
<tr>
<td>$I_{pi}$</td>
<td>a set of direct predecessors invoking $v_i$</td>
<td>Definition 26</td>
</tr>
<tr>
<td>$I_{si}$</td>
<td>a set of direct successors invoked by $v_i$</td>
<td>Definition 26</td>
</tr>
<tr>
<td>$l$</td>
<td>simulation times</td>
<td>Section 5.4.2</td>
</tr>
<tr>
<td>$m_{QoS}$</td>
<td>the total number of QoS constraints</td>
<td>Section 5.5.2</td>
</tr>
<tr>
<td>$&lt; M_{ij} &gt;$</td>
<td>service invocation matrix</td>
<td>Definition 28</td>
</tr>
<tr>
<td>$MCBA$</td>
<td>Monte Carlo method based algorithm</td>
<td>Section 5.4.2</td>
</tr>
<tr>
<td>$MCOP$</td>
<td>Multi-Constrained Optimal Path</td>
<td>Section 5.5.1</td>
</tr>
<tr>
<td>$OT$</td>
<td>trust-based SEF optimality</td>
<td>Definition 31</td>
</tr>
<tr>
<td>$OT_{QoS}$</td>
<td>trust-based QoS constrained SEF optimality</td>
<td>Definition 32</td>
</tr>
<tr>
<td>$P_a$</td>
<td>parallel invocation</td>
<td>Section 5.2.1</td>
</tr>
<tr>
<td>$P_A$</td>
<td>the probability for vertex $S$ to choose successor $A$</td>
<td>Section 5.4.2</td>
</tr>
<tr>
<td>$P_r$</td>
<td>probabilistic invocation</td>
<td>Section 5.2.1</td>
</tr>
<tr>
<td>$q_{cost}$</td>
<td>the aggregated value of cost</td>
<td>Section 5.5.3</td>
</tr>
<tr>
<td>$q_i(X)$</td>
<td>the aggregated value of the $i^{th}$ QoS attribute about $SEF'$</td>
<td>Section 5.5.2</td>
</tr>
</tbody>
</table>
### Table A.7: Notations Used in Chapter 5 (continued)

<table>
<thead>
<tr>
<th>Notation</th>
<th>Representation</th>
<th>First occurrence</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_{time}$</td>
<td>the aggregated value of time</td>
<td>Section 5.5.3</td>
</tr>
<tr>
<td>QC_MCB</td>
<td>QoS constrained Monte Carlo method based algorithm</td>
<td>Section 5.5.2</td>
</tr>
<tr>
<td>QoS</td>
<td>Quality of Service</td>
<td>Section 5.5</td>
</tr>
<tr>
<td>$Q_i$</td>
<td>the $i^{th}$ QoS constraint</td>
<td>Section 5.5.2</td>
</tr>
<tr>
<td>$R_p$</td>
<td>a set of atomic invocations</td>
<td>Definition 23</td>
</tr>
<tr>
<td>$R_s$</td>
<td>a set of invocation relations</td>
<td>Definition 26</td>
</tr>
<tr>
<td>$S_e$</td>
<td>sequential invocation</td>
<td>Section 5.2.1</td>
</tr>
<tr>
<td>SEF</td>
<td>service execution flow</td>
<td>Definition 27</td>
</tr>
<tr>
<td>SEF’</td>
<td>part of the SEF from the service invocation root to service component $X$</td>
<td>Section 5.5.2</td>
</tr>
<tr>
<td>$SIG$</td>
<td>service invocation graph</td>
<td>Definition 23</td>
</tr>
<tr>
<td>SIM</td>
<td>service invocation matrix</td>
<td>Definition 28</td>
</tr>
<tr>
<td>START</td>
<td>service invocation root</td>
<td>Definition 26</td>
</tr>
<tr>
<td>$Sy$</td>
<td>synchronous activation</td>
<td>Section 5.2.1</td>
</tr>
<tr>
<td>$t_X$</td>
<td>the execution time of service component $X$</td>
<td>Section 5.5.3</td>
</tr>
<tr>
<td>$T_A$</td>
<td>the trust values $A$</td>
<td>Definition 29</td>
</tr>
<tr>
<td>$T_g$</td>
<td>the global trust value</td>
<td>Definition 29</td>
</tr>
<tr>
<td>$T_i$</td>
<td>the global trust value of $SEF_i$</td>
<td>Definition 31</td>
</tr>
<tr>
<td>$T(X)$</td>
<td>the trust value of direct successor $X$</td>
<td>Section 5.5.2</td>
</tr>
<tr>
<td>$U_{QoS}$</td>
<td>utility function in QC_MCB</td>
<td>Section 5.5.2</td>
</tr>
<tr>
<td>$v$</td>
<td>a service in $G$</td>
<td>Definition 23</td>
</tr>
<tr>
<td>$V$</td>
<td>a finite set of vertices</td>
<td>Definition 23</td>
</tr>
<tr>
<td>$x_1, x_2, \ldots, x_n$</td>
<td>a sample of ratings</td>
<td>Section 5.3.1</td>
</tr>
<tr>
<td>$\delta$</td>
<td>the requesting client’s prior subjective belief about the trust</td>
<td>Theorem 7</td>
</tr>
<tr>
<td>$\mu$</td>
<td>the mean of ratings</td>
<td>Section 5.3.1</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>the variance of ratings</td>
<td>Section 5.3.1</td>
</tr>
<tr>
<td>$\omega_{CSA}$</td>
<td>the weight for $A$</td>
<td>Definition 30</td>
</tr>
<tr>
<td>$\omega_{QoS}$</td>
<td>the weight for QoS attributes</td>
<td>Section 5.5.2</td>
</tr>
<tr>
<td>$\omega_T$</td>
<td>the weight for trust</td>
<td>Section 5.5.2</td>
</tr>
<tr>
<td>$\succ$</td>
<td>invocational</td>
<td>Definition 24</td>
</tr>
<tr>
<td>$v_1 \succeq v_2$</td>
<td>$v_1$ is the direct predecessor of $v_2$</td>
<td>Definition 23</td>
</tr>
<tr>
<td>$\emptyset$</td>
<td>the empty invocation relation set</td>
<td>Section 5.2.3</td>
</tr>
</tbody>
</table>
### Table A.8: Notations Used in Chapter 6

<table>
<thead>
<tr>
<th>Notation</th>
<th>Representation</th>
<th>First occurrence</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A = (A_1, A_2, A_3, A_4, A_5)$</td>
<td>affiliation vector</td>
<td>Section 6.1.2.5</td>
</tr>
<tr>
<td>$c(X)$</td>
<td>certainty of $X$</td>
<td>Definition 35</td>
</tr>
<tr>
<td>$C_{\text{previous}}$</td>
<td>a previous transaction cost of the service provider</td>
<td>Section 6.1.2.3</td>
</tr>
<tr>
<td>$C_{\text{upcoming}}$</td>
<td>the upcoming transaction cost</td>
<td>Section 6.1.2.3</td>
</tr>
<tr>
<td>$d$</td>
<td>distrust</td>
<td>Section 6.2.1.1</td>
</tr>
<tr>
<td>$d_C$</td>
<td>the distrust of service component $C$</td>
<td>Section 6.2.1.1</td>
</tr>
<tr>
<td>$D_r$</td>
<td>discounting rate</td>
<td>Section 6.1.2.6</td>
</tr>
<tr>
<td>$k$</td>
<td>number of mutually exclusive ratings</td>
<td>Section 6.2.1</td>
</tr>
<tr>
<td>$M$</td>
<td>fuzzy affiliation matrix</td>
<td>Section 6.1.2.3</td>
</tr>
<tr>
<td>$p_i = P(r_i)$</td>
<td>the probability for a service to obtain the rating $r_i$</td>
<td>Section 6.2.1.1</td>
</tr>
<tr>
<td>$P(t_{\text{SEF}})$</td>
<td>subjective global trust value of a SEF</td>
<td>Definition 41</td>
</tr>
<tr>
<td>$P(u_{\text{SEF}})$</td>
<td>subjective global uncertain value of a SEF</td>
<td>Section 6.2.4</td>
</tr>
<tr>
<td>$r_i$</td>
<td>rating</td>
<td>Section 6.2.1.1</td>
</tr>
<tr>
<td>$R$</td>
<td>rating space</td>
<td>Definition 33</td>
</tr>
<tr>
<td>$R_{TC}$</td>
<td>transaction cost relativity</td>
<td>Section 6.1.2.3</td>
</tr>
<tr>
<td>$\text{SEF}$</td>
<td>service execution flow</td>
<td>Definition 27</td>
</tr>
<tr>
<td>$\text{SIG}$</td>
<td>service invocation graph</td>
<td>Definition 23</td>
</tr>
<tr>
<td>$t$</td>
<td>trust</td>
<td>Section 6.2.1.1</td>
</tr>
<tr>
<td>$t_C$</td>
<td>the trust of service component $C$</td>
<td>Section 6.2.1.1</td>
</tr>
<tr>
<td>$T$</td>
<td>trust space</td>
<td>Definition 34</td>
</tr>
<tr>
<td>$u$</td>
<td>uncertainty</td>
<td>Section 6.2.1.1</td>
</tr>
<tr>
<td>$u_C$</td>
<td>the uncertainty of service component $C$</td>
<td>Section 6.2.1.1</td>
</tr>
<tr>
<td>$(v_{11}, v_{12}, v_{13}, v_{14}, v_{15})$</td>
<td>the frequency about the comment set {terrible, poor, medium, good, excellent} of the transaction cost relativity</td>
<td>Section 6.1.2.3</td>
</tr>
<tr>
<td>$(v_{21}, v_{22}, v_{23}, v_{24}, v_{25})$</td>
<td>the frequency about the comment set {terrible, poor, medium, good, excellent} of the transaction category similarity</td>
<td>Section 6.1.2.3</td>
</tr>
<tr>
<td>$(v_{31}, v_{32}, v_{33}, v_{34}, v_{35})$</td>
<td>the frequency about the comment set {terrible, poor, medium, good, excellent} of the social relationship influence</td>
<td>Section 6.1.2.3</td>
</tr>
<tr>
<td>$V = (p_1, p_2, \ldots, p_{k-1})$</td>
<td></td>
<td>Section 6.2.1.2</td>
</tr>
<tr>
<td>$W = (\omega_{N_6}, \omega_{N_7}, \omega_{N_8})$</td>
<td>weight vector</td>
<td>Section 6.1.2.4</td>
</tr>
<tr>
<td>Notation</td>
<td>Representation</td>
<td>First occurrence</td>
</tr>
<tr>
<td>----------</td>
<td>----------------</td>
<td>------------------</td>
</tr>
<tr>
<td>$x_i$</td>
<td>the number of occurrences of rating $r_i$ in the rating sample</td>
<td>Section 6.2.1.1</td>
</tr>
<tr>
<td>$X$</td>
<td>$(x_1, x_2, \ldots, x_k)$</td>
<td>Definition 33</td>
</tr>
<tr>
<td>$Z(X)$</td>
<td>transformation function</td>
<td>Section 6.2.1.4</td>
</tr>
<tr>
<td>$\alpha(X)$</td>
<td>expected positiveness of $X$</td>
<td>Definition 36</td>
</tr>
<tr>
<td>$\beta(X)$</td>
<td>expected negativeness of $X$</td>
<td>Definition 36</td>
</tr>
<tr>
<td>$\epsilon_{SEF_1}$</td>
<td>thresholds used to compare SEFs</td>
<td>Section 6.2.4</td>
</tr>
<tr>
<td>$\epsilon_{SEF_2}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\omega_{N_1}$</td>
<td></td>
<td>Section 6.1.2.3</td>
</tr>
<tr>
<td>$\omega_{N_2}$</td>
<td>the parameters for determining membership function curves</td>
<td></td>
</tr>
<tr>
<td>$\omega_{N_3}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\omega_{N_4}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\omega_{N_5}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Omega$</td>
<td>$[0, 1] \times [0, 1] \times \cdots \times [0, 1]$</td>
<td>Section 6.2.1.3</td>
</tr>
<tr>
<td>$v_1 \succeq v_2$</td>
<td>$v_1$ is the direct predecessor of $v_2$</td>
<td>Definition 23</td>
</tr>
</tbody>
</table>
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Appendix B

Technical Report about Subjective Global Trust Evaluation

Considering certainty

\[
c(X) = \frac{1}{2} \int_\Omega \left| \frac{\left(1 - \sum_{j=1}^{k-1} p_j\right)^x \prod_{j=1}^{k-1} p_j^{x_j}}{\int_\Omega (\left(1 - \sum_{j=1}^{k-1} p_j\right)^x \prod_{j=1}^{k-1} p_j^{x_j})dV} - 1 \right| dV \tag{B.1}
\]

Let

\[
F_1(P) \triangleq \frac{\left(1 - \sum_{j=1}^{k-1} p_j\right)^x \prod_{j=1}^{k-1} p_j^{x_j}}{\int_\Omega (\left(1 - \sum_{j=1}^{k-1} p_j\right)^x \prod_{j=1}^{k-1} p_j^{x_j})dV} \tag{B.2}
\]

Firstly, let us prove Theorem 10.

**Theorem 10:** \(c(x_i, x_j, x_k, x_l, x_m) = c(x_j, x_k, x_l, x_i, x_m)\) for fixed \(x_k, x_l\) and \(x_m\).

**Proof:** According to the definition of certainty in Eq. (B.1), obviously we have

\[
c(x_i, x_j, x_k, x_l, x_m) = c(x_j, x_k, x_l, x_i, x_m)
\]

for fixed \(x_k, x_l\) and \(x_m\). \(\square\)

Secondly, prior to presenting the detailed proof for Theorem 8, we introduce some lemmas.

**Lemma 2:** \(F_1(p_i)\) is increasing with respect to \(p_i\) when \(p_i \in [0, \frac{x_i}{x_k} (1 - \sum_{j=1}^{k-1} p_j)]\), and decreasing with respect to \(p_i\) when \(p_i \in [\frac{x_i}{x_k} (1 - \sum_{j=1}^{k-1} p_j), 1]\). Meanwhile, \(F_1(p_i)\) is maximized at \(p_i = \frac{x_i}{x_k} (1 - \sum_{j=1}^{k-1} p_j)\).
Proof: Let

\[ F_1(p_i) \triangleq C_1(1 - \sum_{j=1}^{k-1} p_j x_k p_i^{x_j}) \]  \hspace{1cm} (B.3)

The derivative of \( F_1(p_i) \) can be computed as

\[
\frac{\partial F_1(p_i)}{\partial p_i} = C_1[-x_k(1 - \sum_{j=1}^{k-1} p_j x_k p_i^{x_j}) + x_i(1 - \sum_{j=1}^{k-1} p_j x_k p_i^{x_j-1})] \\
= C_1(1 - \sum_{j=1}^{k-1} p_j x_k p_i^{x_j-1} - x_k p_i + x_i(1 - \sum_{j=1}^{k-1} p_j))
\]

When \( p_i \in [0, \frac{x_i}{x_k}(1 - \sum_{j=1}^{k-1} p_j)] \), we have \( \frac{\partial F_1(p_i)}{\partial p_i} > 0 \), then \( F_1(p_i) \) is increasing with respect to \( p_i \).

In contrast, when \( p_i \in [\frac{x_i}{x_k}(1 - \sum_{j=1}^{k-1} p_j), 1] \), we have \( \frac{\partial F_1(p_i)}{\partial p_i} < 0 \), then \( F_1(p_i) \) is decreasing with respect to \( p_i \).

Therefore, we have the maximum value of \( F_1(p_i) \) when \( p_i = \frac{x_i}{x_k}(1 - \sum_{j=1}^{k-1} p_j) \). \( \Box \)

**Lemma 3:** \( \min F_1(p_i) = 0; \max F_1(p_i) > 1. \)

Proof: From Lemma 2, we have

\[ \min F_1(p_i) = \min \{ F_1(0), F_1(1) \} = 0. \]  \hspace{1cm} (B.4)

According to the definition of integration, we know

\[
\max \left\{ (1 - \sum_{j=1}^{k-1} p_j x_k \prod_{j=1}^{k-1} p_j^{x_j}) \right\} > \int_{\Omega} ((1 - \sum_{j=1}^{k-1} p_j x_k \prod_{j=1}^{k-1} p_j^{x_j}) dV \]  \hspace{1cm} (B.5)

i.e.

\[ \max F_1(p_i) > 1. \]  \hspace{1cm} (B.6)

\( \Box \)
Lemma 4: Given $A$ and $B$ defined by $F_1(A) = F_1(B) = 1$,

$$0 < A < x_i x_k (1 - \sum_{j=1}^{k-1} p_j) < B < 1,$$

we have

$$c = \int_0^1 \cdots \int_A^B \cdots \int_0^1 \int_0^1 (F_1(p_i) - 1)dp_1 \cdots dp_i \cdots dp_{k-1}. \quad (B.7)$$

Proof: According to Lemma 2, we have

$$F_1(p_i) \begin{cases} > 1, & \text{when } A < p_i < B; \\ = 1, & \text{when } P_i = A \text{ or } B; \\ < 1, & \text{when } P_i < A \text{ or } P_i > B; \end{cases} \quad (B.8)$$

As the cumulative probability of the probability distribution of $V$ within $\Omega$ must be 1, i.e.

$$\int_{\Omega} g(V)dV = 1, \quad (B.9)$$

we have

$$\int_0^1 \cdots \int_0^1 \cdots \int_0^1 (F_1(p_i) - 1)dp_1 \cdots dp_i \cdots dp_{k-1} = 0. \quad (B.10)$$

Hence,

$$\int_0^1 \cdots \int_A^1 \cdots \int_0^1 (F_1(p_i) - 1)dp_1 \cdots dp_i \cdots dp_{k-1} = 0, \quad (B.11)$$

$$+ \int_0^1 \cdots \int_B^1 \cdots \int_0^1 (F_1(p_i) - 1)dp_1 \cdots dp_i \cdots dp_{k-1}$$

$$+ \int_A^1 \cdots \int_A^1 \cdots \int_0^1 (F_1(p_i) - 1)dp_1 \cdots dp_i \cdots dp_{k-1} = 0,$$
i.e.

\[
\int_0^1 \cdots \int_A^B \cdots \int_0^1 (F_1(p_i) - 1)dp_i \cdots dp_{k-1} \quad (B.12)
\]

\[
= \int_0^1 \cdots \int_A^A \cdots \int_0^1 (1 - F_1(p_i))dp_i \cdots dp_{k-1}
\]

\[
+ \int_0^1 \cdots \int_B^B \cdots \int_0^1 (1 - F_1(p_i))dp_i \cdots dp_{k-1}.
\]

In addition,

\[
\int_0^1 \cdots \int_0^1 \cdots \int_0^1 |F_1(p_i) - 1|dp_i \cdots dp_{k-1} \quad (B.13)
\]

\[
= \int_0^1 \cdots \int_A^A \cdots \int_0^1 (1 - F_1(p_i))dp_i \cdots dp_{k-1}
\]

\[
+ \int_0^1 \cdots \int_B^B \cdots \int_0^1 (1 - F_1(p_i))dp_i \cdots dp_{k-1}
\]

\[
+ \int_0^1 \cdots \int_B^A \cdots \int_0^1 (F_1(p_i) - 1)dp_i \cdots dp_{k-1}.
\]

Therefore,

\[
\frac{1}{2} \int_{\Omega} |F_1(p_i) - 1|dV \quad (B.14)
\]

\[
= \frac{1}{2} \int_0^1 \cdots \int_0^1 \cdots \int_0^1 |F_1(p_i) - 1|dp_i \cdots dp_{k-1}
\]

\[
= \int_0^1 \cdots \int_A^B \cdots \int_0^1 (F_1(p_i) - 1)dp_i \cdots dp_{k-1}. \quad \Box
\]

According to the above lemmas, Theorem 8 can be proved as follows.

**Theorem 8:** If the ratio of \( x_i : x_j \) (\( i \neq j \)) is fixed, then the certainty of ratings increases with respect to the total number of ratings, given the fixed \( x_h \) (\( h \neq i, h \neq j \)).

**Proof:** Let \( x_i : x_j \triangleq \alpha : 1 \), and \( sum \triangleq x_i + x_j \). Hence,

\[
x_i = \frac{\alpha}{\alpha + 1} sum \quad \text{and} \quad x_j = \frac{1}{\alpha + 1} sum. \quad (B.15)
\]
Let
\[
F_i(p_i) \triangleq \frac{C_2(p_i)p_i^{x_i}p_j^{x_j}}{\int_{\Omega} C_2(p_i)p_i^{x_i}p_j^{x_j}dV}
\]  
(B.16)

According to Eq. (B.1) and Lemma 4, we have
\[
c'(sum) = \int_0^1 \int_0^1 \frac{\partial}{\partial \text{sum}} \left( \frac{C_2(q_i)q_i^{x_i}q_j^{x_j}}{\Omega} - 1 \right) dq_i \cdots dq_i \cdots dq_{k-1}
\]
\[
= \int_0^1 \int_0^1 \frac{\partial}{\partial \text{sum}} \left( \frac{C_2(q_i)q_i^{x_i}q_j^{x_j}}{\Omega} \right) dq_i \cdots dq_i \cdots dq_{k-1}
\]
\[
= \frac{1}{(\int_{\Omega} C_2(p_i)p_i^{x_i}p_j^{x_j}dV)^2} \int_0^1 \int_0^1 \left( \frac{C_2(q_i)q_i^{x_i}q_j^{x_j}}{\Omega} \right) dq_i \cdots dq_i \cdots dq_{k-1}
\]
\[
= \frac{1}{(\int_{\Omega} C_2(p_i)p_i^{x_i}p_j^{x_j}dV)^2} \int_0^1 \int_0^1 \int_{\Omega} \left( \frac{C_2(q_i)q_i^{x_i}q_j^{x_j}}{\Omega} \right) dq_i \cdots dq_i \cdots dq_{k-1}
\]
\[
= \frac{1}{(\int_{\Omega} C_2(p_i)p_i^{x_i}p_j^{x_j}dV)^2} \int_0^1 \int_0^1 \int_0^1 \int_{\Omega} \left( \frac{C_2(q_i)q_i^{x_i}q_j^{x_j}}{\Omega} \right) dq_i \cdots dq_i \cdots dq_{k-1}\]  
(B.17)

As
\[
\frac{q_i^{x_i}}{p_i^{x_i}} \cdot \frac{q_j^{x_j}}{p_j^{x_j}} = \left( \frac{q_i^{x_i}}{\alpha + 1} \cdot \frac{q_j^{x_j}}{\alpha + 1} \right)^{1/\alpha + 1}
\]  
(B.18)

is maximized at \( p_i = \alpha p_j \), according to Theorem 10 and Lemma 2, when \( q_i \in [A, B] \).
and \( p_i \in [0, A] \cup [B, 1] \), we have

\[
q_i^{\frac{1}{\alpha+1}} > p_i^{\frac{1}{\alpha+1}}
\]  
(B.19)

Thus,

\[
\int_0^1 \cdots \int_0^{A(x_i)} \cdots \int_0^1 \left( C_2(p_i) p_i^{x_i} p_j^{x_j} \ln \frac{q_i^{\frac{1}{\alpha+1}} q_j^{\frac{1}{\alpha+1}}}{p_i^{\frac{1}{\alpha+1}} p_j^{\frac{1}{\alpha+1}}} \right) dp_1 \cdots dp_i \cdots dp_{k-1}
\]

\[
+ \int_0^1 \cdots \int_0^{B(x_i)} \cdots \int_0^1 \left( C_2(p_i) p_i^{x_i} p_j^{x_j} \ln \frac{q_i^{\frac{1}{\alpha+1}} q_j^{\frac{1}{\alpha+1}}}{p_i^{\frac{1}{\alpha+1}} p_j^{\frac{1}{\alpha+1}}} \right) dp_1 \cdots dp_i \cdots dp_{k-1} > 0;
\]

Hence, we have

\[
\int_0^1 \cdots \int_0^{B(x_i)} \cdots \int_0^1 \left( C_2(p_i) q_i^{x_i} q_j^{x_j} C_2(p_i) p_i^{x_i} p_j^{x_j} \ln \frac{q_i^{\frac{1}{\alpha+1}} q_j^{\frac{1}{\alpha+1}}}{p_i^{\frac{1}{\alpha+1}} p_j^{\frac{1}{\alpha+1}}} \right) dq_1 \cdots dq_i \cdots dq_{k-1} dp_1 \cdots dp_i \cdots dp_{k-1}
\]

\[
+ \int_0^1 \cdots \int_0^{A(x_i)} \cdots \int_0^1 \left( C_2(p_i) q_i^{x_i} q_j^{x_j} C_2(p_i) p_i^{x_i} p_j^{x_j} \ln \frac{q_i^{\frac{1}{\alpha+1}} q_j^{\frac{1}{\alpha+1}}}{p_i^{\frac{1}{\alpha+1}} p_j^{\frac{1}{\alpha+1}}} \right) dq_1 \cdots dq_i \cdots dq_{k-1} dp_1 \cdots dp_i \cdots dp_{k-1} > 0
\]

In addition,

\[
\int_0^1 \cdots \int_0^{B(x_i)} \cdots \int_0^1 \left( C_2(q_i) q_i^{x_i} q_j^{x_j} C_2(p_i) p_i^{x_i} p_j^{x_j} \ln \frac{q_i^{\frac{1}{\alpha+1}} q_j^{\frac{1}{\alpha+1}}}{p_i^{\frac{1}{\alpha+1}} p_j^{\frac{1}{\alpha+1}}} \right) dq_1 \cdots dq_i \cdots dq_{k-1} dp_1 \cdots dp_i \cdots dp_{k-1} = 0.
\]

Therefore, from Eq. (B.17), we have \( c'(x_i) > 0 \), so \( c(x_i) \) is increasing with respect to \( x_i \). ☐

In addition, before the proof of Theorem 9, let us introduce a lemma.
Lemma 5: If the summation of $x_i$ and $x_j$ ($i \neq j$) is fixed (i.e. $\text{sum} \triangleq x_i + x_j$ and $\text{sum}$ is fixed), we have

$$c(x_i) = c(\text{sum} - x_i), \quad \text{(B.20)}$$

given the fixed all the other number of rating except for $x_i$ and $x_j$.

Proof: $A$ and $B$ are two roots of equation

$$C_1(1 - \sum_{j=1}^{k-1} p_j)^{\text{sum} - x_i} p_i^{x_i} = \frac{(\text{sum} - x_i)!x_i!}{(\text{sum} + 1)!} \quad \text{(B.21)}$$

As

$$C_1(1 - \sum_{j=1}^{k-1} p_j)^{\text{sum} - x_i} p_i^{x_i} \quad \text{(B.22)}$$
is symmetrical with $x_i = \frac{\text{sum}}{2}$, and

$$\frac{(\text{sum} - x_i)!x_i!}{(\text{sum} + 1)!} \quad \text{(B.23)}$$
is symmetrical with $x_i = \frac{\text{sum}}{2}$, we have

$$B(x_i) - A(x_i) = B(\text{sum} - x_i) - A(\text{sum} - x_i), \quad \text{(B.24)}$$
i.e.

$$c(x_i) = c(\text{sum} - x_i). \quad \text{(B.25)}$$

\[\square\]

Theorem 9: If $\text{sum} = x_i + x_j$ ($i \neq j$) is fixed, given the fixed $x_h$ ($h \neq i, h \neq j$), the certainty of ratings is increasing with respect to $x_i$ when $x_i < \text{sum}/2$; otherwise, the certainty of ratings is decreasing with respect to $x_i$ when $x_i > \text{sum}/2$. 
**Proof:** From the certainty defined in Eq. (B.1), certainty is evaluated based on the deviation from the prior distribution (uniform distribution). Hence, as the function

\[ C_1(1 - \sum_{j=1}^{k-1} p_j)^{\text{sum} - x_i} p_i^{x_i} \]  

(B.26)

has a bell shape, the certainty \( c \) decreases with respect to

\[ C_3(p_{\text{max}})p_i^{x_i}, \]  

(B.27)

where the function in Eq. (B.26) is maximized at

\[ p_{\text{max}} = \frac{x_i}{\text{sum} - x_i} (1 - \sum_{j=1}^{k-1} p_j). \]  

(B.28)

As

\[ \frac{\partial C_1(1 - \sum_{j=1}^{k-1} p_j)^{\text{sum} - x_i} p_i^{x_i}}{\partial x_i} = C_1(1 - \sum_{j=1}^{k-1} p_j)^{\text{sum} - x_i} p_i^{x_i} \ln \frac{x_i}{\text{sum} - x_i}, \]  

(B.29)

we can obtain that

\[ C_1(1 - \sum_{j=1}^{k-1} p_j)^{\text{sum} - x_i} p_i^{x_i} \]

is

\[
\begin{cases} 
\text{decreasing with respect to } x_i, & \text{when } 0 < x_i < \frac{\text{sum}}{2} \\
\text{increasing with respect to } x_i, & \text{when } \frac{\text{sum}}{2} < x_i < \text{sum}
\end{cases}
\]  

(B.30)

Hence,

\[ C_3(p_{\text{max}})p_i^{x_i} \]

is

\[
\begin{cases} 
\text{decreasing with respect to } x_i, & \text{when } 0 < x_i < \frac{\text{sum}}{2} \\
\text{increasing with respect to } x_i, & \text{when } \frac{\text{sum}}{2} < x_i < \text{sum}
\end{cases}
\]  

(B.31)
Therefore, we have

\[
c(x_i) \begin{cases} 
\text{increasing with respect to } x_i, & \text{when } 0 < x_i < \frac{\text{sum}}{2} \\
\text{decreasing with respect to } x_i, & \text{when } \frac{\text{sum}}{2} < x_i < \text{sum}
\end{cases}
\]  

\tag{B.32}

Finally, let us prove Theorem 11.

**Theorem 11:** The certainty of ratings increases with respect to \( x_i \), the number of occurrences of rating \( r_i \), given all the fixed \( x_h \) \( (h \neq i) \).

**Proof:** Let

\[
F_1(p_i) \triangleq \frac{C_3(p_i)p_i^{x_i}}{\int_{\Omega} C_3(p_i)p_i^{x_i}dV} \tag{B.33}
\]

From the certainty defined in Eq. (B.1), the certainty is evaluated based on the deviation from the prior distribution (uniform distribution). Hence, as the function

\[
C_1(1 - \sum_{j=1}^{k-1} p_j)^x p_i^{x_i}
\]  

\tag{B.34}

has a bell shape, the certainty \( c \) decreases with respect to

\[
C_3(p_{\text{max}})P_{\text{max}}
\]  

\tag{B.35}

where the function in Eq. (B.34) is maximized at

\[
p_{\text{max}} = \frac{x_i}{x_k}(1 - \sum_{j=1}^{k-1} p_j).
\]  

\tag{B.36}

As \( p_{\text{max}} \) decreases with respect to \( x_i \), \( c(x_i) \) increases with respect to \( x_i \). \qed
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